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2" THEMATIC AREA

MATHEMATICS - S1, S2

1. Present Taylor's formula for functions of one variable and how can be
used in approximating functions by polynomials.

Answer:

Let f:/cR—>R.andx, e/, where f £ C"™'(]). Then f(x)=T,(x)+R, (x)

(Taylor's formula),

where T, is the Taylor’s polynomial of n'" order, and R_ is the reminder:

K-

%o FUX) + .+ M

T, (x)=fx)+ —; |
! !

..f[“j[-’fu )s

e+l
RJﬂ:ﬂf‘"”uu +0(x-x,))., 0<O<1.

(n+]}

It follows the approximation formula for f(x) in a neighborhood V' of x,:

flx)=T, (x),

with the error £, =sup R,,{_r)| .

xel

2. Define the notions of eigenvalue (or proper value) and eigenvector (or proper vector) on a
linear operator.

Answer:

We consider the vector space V defined over the field K and the linear operator Vo
V. A vector v V (different from the null vector of V) 1s called an eigenvector (or proper vector) of the
operator £ if there exists a scalar A from K such that f{v) = Av. The scalar A is called an eigenvalue (or
proper value) of f.




3. Specify how the extremes of a function of class C ‘o of two variables can be

Sound.

Answer:

The extremes of the function u =u(x, y) are among the stationary points, namely the solutions of the

ou
—=0
o
system .
-’ ou
=_0

dy

A stationary point is a point of minimum if’ in this point

2 2 2 : a2
Tu u_[2u) S0 and Zhs0
dxdy ox

and is a point of maximum if in this point

.
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4. Define the following notions: arithmetical mean, weighted arithmetical mean and geometrical
mean.

Answer:

Let {xy, x2, ..., x4} be a non-empty set of records (real numbers) with non-negative wedges {p1, p2. ...
1
Pny-

Weighted mean: M, = P% *PyXp ¥ Y Py (the elements with a greater weight have more
ptpytepy
contribution to the mean). We can simplify the above formula taking normalized weights > p, =1.1In

i=l

n
this case wehave M, =3 p.x,

i=l




Arnthmetical mean : M, it 1s a particular case of the weight mean M, when all weights are equals

Pu="-
n

1 2 X +Xa+-+ X
We have M, == x,:g
n

i=1

( Mz indicates the central trend of a set numbers).

Geometrical mean : MR =ax,, X%, x, ifx;>0,i= ﬁ The geometrical mean has the following

geometric explanation: the geometrical mean ’”x =.Jab oftwo numbers a, b € R represents the

length of a square with the same area as a rectangle with lengths @ and b.

[ 5. Define the notion of the conditional probability, write and explain the Bayes’s formula.

Answer:

Let {E K, P}aprobability space and 4. B = K two events with P(4)= 0. We call the probability of the
event B conditioned by the event 4. the expression;

P(An B)

P,(B)= P(BI A) = o

Let §= {B,,Bz ...B,,} an events complete system. Therefore, £ = UB, B, e K_E, ﬂB; =g, i=j. We
i=1
say that the system 5 1s a partition of the sure event £, and the events B; are called outcomes.

Baves’s formula:

P(B;)- Py (4)

P,(B)= ,,
ZP{B‘,}PHJ(A]

This formula returns the probability of an outcome in the hypothesis that the event A has
occured, or, more precisely, the probability that to occur the event A to be conditioned by the outcome
Bi.



6. Define for a discrete (and finite) random variable the following numerical characteristics: mean

vitlue, variance and standard deviation.

Answer:

Let £ be a discrete (and finite) random varnable with its probability distnbution

;‘:(rhxz ----- X }ZPf:I‘ p‘=P[Lf=I‘]

P1:P2s- P ) ial

Mean value: M (£ }=ij P. . The mean value represents a numerical value around which it’s find a
=1

group of the values for this random variable.

Variance: D*(£)=0"= ng - M(¢ ]}] :

Standard deviation: D(.f):rr: NN

The variance and the standard deviation are indicators which explain the “scattering” of the
values for a random variable, giving information on the concentration degree of the values around to its

mean value.

| 7. Define the Laplace transform and write the formula for the derivative.

Answer:

If f1s an oniginal function, then its Laplace transform is

(Lf) ()= [ F(r)e™"dr
i

Image of the derivative: (LF ) (s)=s(Lf)(s) = fio, }_

8. Define the Z transform (the discrete Laplace transform) and calculate its image for the unit-step

signal.

Answer:

If {fin} 1s an oniginal sequence, then its Z transform 1s:



2N =3 fa

For the unit-step signal

0, n<0,
o =
" |1, n=20, neO

its Z transform is

N 1 z
Z(O',,)(Z)=Z:'"=__l=_—_—-l-, for |z|<1.

=1 1__

9. Polar, cylindrical and spherical coordinate systems.

Answer:

The conversion between the Cartesian coordinates (x, y) of a point in the plane and the polar
coordinates (p, ¢) of the same point is given by the relations :

X = pcos¢
y=psing’

where p € [0,x), ¢ € [0,2n).

The conversion between the Cartesian coordinates (x. y. =) of a point in three-dimensional space
and the cylindrical coordinates (p, ¢, z) ofthe same point is given by the relations :

X = pcos¢
y=psing

where p € [0,x), ¢ e [0,2n), ze R.



The conversion between the Cartesian coordinates (x. y. z) of a point in three-dimensional space
and the spherical coordinates (p, ¢, 8) of the same point is given by the relations :
x=pcosgsiné
y=psmgsinf _

== pcost

where p [0, o), ¢< [0,2n), @<[0,m)].

| 10. Physical and geometrical magnitudes calculated by integrals. Formula for the flux of al

vector field.

Answer:

Area of a plane domain, volume of a body, mass, centre of gravity, moments of inertia, the work of a
field of force.

Let S be a smooth surface and let ¥ = Pi + 0f + Rk be a continuous vector field on S . The flux of the

vector field v across the surface § oriented by the normal vector i = (cose)i +(cos B)] +(cosy)k

18:

H{i"ﬁ}dﬁ:”[Fmsa +Qcos f§ + Reosy)ds.

11. Derivative with respect to a versor of a real function. Gradient, divergence and curl.

Answer:

Let f:DcR —R be ascalar field, let §eR?, ||s|F1, be a versor and @ € D . The derivative of fin
the direction of § at the point g 1s the limit (provided that it exists)

-Z@)

lim [ /(@ + 5)- £(@)] = 2

i—0 {



The derivative z—{{ﬁ] characterizes the velocity variation of f with respect to 5§ at the point a. The
5

gradient of f at g 1s defined by

grad (@)= @)=L @ + L (@); + L(ak

where Nabla is the operator of Hamilton: 'V =204 i} + EE.
de v oz

It can be proved that 2%{5]: 5-Vf(a), that is the directional derivative of fat @ in the direction ¥ is
5
equal to the dot product between the gradient of f and 5.

From here it follows that the gradient direction of a scalar field is the direction of maximum value of
that field, that 1s the field has the fastest varnation.

Let 7:1/ > R be a vector field defined on an open set I/ cR® , ¥ =(P.Q, R). The divergence of

the field v at a current point is the scalar (number)

The curl of the field v at a current point 15 the vector

curls = Vf (d)= [%- %}" + [g - g]} + [@_ﬁ];? :

12. Write the Fourier series and the Fourier coefficients for a continuous periodic signal.

Answer: Let f:R — Rbe an integrable and periodic function having the period T and @ = Z‘J—K The

Fourier coefficients are:



.
a,Z%!fTﬂmmwwﬂmv”=D¢“

2 .
b =— fs wt)dt, n=12....
" =T .D[f{ Jsin(rmet ) n

The Fourier series associated to [ 1s:

Z—“ + Z a,, cos(nex) +b, sin(nax) .

r=l

‘ 13. Define the Fourier transform. The Fourier inverting formula.

Answer:

The Fourier transform of an absolutely integrable function f :R—C is:

f@)=[ st
The Fourier inverting formula 1s

| BT
f[r} =5Lj'{ck'”du

14. Write the filtering formula and the Fourier transform for the unit impulse.

Answer:

The filtering formulais: 6(x—x;) =4, ,where & 1s the Dirac’s distribution.

The Fourier transform 1s c§ =1.



| 15. Solve the Cauchy-Problem

J[X'ff}= alt)x(r)

x[?ulzxu

where @ is a continuous function.

Answer:

The given equation can be rewritten as

@—as
) (s)-

Integrating between ¢, and . we obtain

In x(r) - In x[fu )= _E] alsHs < In ;{EI}} = _l';g[s)dj'.

Thus, the sought-for solution is

_r(!]: X, € I"'ahh



1 THEMATIC AREA
PHYSICS - S8, S4, S5

1. Definition of mechanical energy
A: The general form of the definition for mechanical energy is: Emech = K + PE
Where:
PE refers to the total potential energy of the system, including all types of potential
energy; [J]
K refers to the sum of the kinetic energies of all particles in the system, [J]
Emech is the total mechanic energy ; [J]

2. Definition of the kinetic energy
A: The kinetic energy K of an object of mass m moving with a speed v is defined as K = %
(mv?)
K is the kinetic energy of the moving object [J]
m is the mass of the moving object [kg]
v is the speed of the object [m/s]

3. Definition of work
A. The work W done on a system by an external agent exerting a constant force on the
system is the product of the magnitude F of the force, the magnitude Ar of the
displacement of the point of application of the force, and cos 0,
where 0 is the angle between the force and displacement vectors. The work is a scalar
quantity.
The work is defined, mathematically, as the dot product: W = F-Ar
W is the work [J],
F is the constant external force, vector, acting on the system [N],
Ar is the vector of the displacement, [m].
The work done by a variable net force is

SW= Wy = I[EF]-N
where the integral is calculated over the path that the particle takes through space.

4. Definition of potential energy
A: The expression of potential energy, in linear systems, is a function of position (relative
position). The corresponding force is also a function of position. Most common form of
potential energy is the gravitational potential energy (some other types of potential
energy are: the elastic potential energy, the magnetic potential energy, the electrostatic
potential energy).
The gravitational potential energy PE is the energy that an object of mass m has by virtue
of its position relative to the surface of the earth. That position is measured by the height
h of the object relative to an arbitrary zero level: PE = mgh
PE is the gravitational potential energy [J]
m is the mass [kg]
g is the gravitational acceleration [m/s?]
h is the height [m]

10



5. Definition of (mechanical) power
A: Power is the rate at which energy is expended or converted to another form. Power is
connected to all types of energy and flow of energy.
Mechanically, it is the rate at which work is done. Power is work done per unit time.
Average power: P = W/t = work[J]/time[s] .
SI Unit for power is the watt: 1W=1J/1s

6. Definition of heat
Heat is energy that flows from a higher-temperature object to a lower-temperature
object because of the difference in temperatures. The substance has internal energy, not
heat. The word “heat” is used only when referring to the energy actually in transit from hot
to cold.
SI Unit of Heat: joule (J)

7. Conservation of mechanical energy
A: For an isolated system the energy in the system is conserved and the sum of the
kinetic and potential energies remains constant. KE + PE = constant
The total mechanical energy, Emech = KE + PE of an object remains constant as the object
moves, provided that the net work done by external nonconservative forces is zero,
Wic=0.

8. Conservation of linear momentum (impilse) for an isolated system
A: The linear momentum of a particle or an object that can be modeled as a particle of
mass m moving with a velocity Vv is defined to be the product of the mass and velocity:
p=mv.
The total linear momentum of an isolated (net external force equal to zero) system
remains constant.

~ dp -
Z F :d_f =0: P, =COnstant

9. The conservation of the angular momentum
The instantaneous angular momentum of the particle relative to the origin O is defined by

the vector L
product of its instantaneous position vector r and the instantaneous linear momentum

p.

L=rxp

The total angular momentum of a system is conserved if the net external torque acting on
the system is zero.

Mex = xF,, M:d—t External M =0, — Cll—tL:O, — L =constant

10. The Hooke’s law
A: The force of an elastic system (spring), inside the limits of linearity (elasticity) is given

by
F = —kx

11



Where x is the displacement of the spring's end from its equilibrium position (a distance,
in SI units: m);

F is the restoring force exerted by the material (in Sl units: N or kgms-); and
k is a constant called the rate or spring constant (in SI units: N-m™ or kgs).

F-l,
S-E
Where F is the force [N], lo is the initial length of the bar [m], S is the cross section of
the bar [m?] and E is the Young’ module (elasticity) of the material of the bar [N/m?].

For an elastic bar: Al =

11. Archimede’s law (principle):
A: The apparent loss in weight of a body immersed in a fluid is equal to the weight of the
displaced fluid
Or: abody immersed in a fluid is pushed up, in the vertical direction, with a force
equal to the weight of the volume of the displaced fluid.

12. The law of absorbtion of waves
A: In a homogenous disipative media the intensity of plane waves reduces exponentially

with the distance

_ —kx
I=1,e

where lo is the intensity of the penetrating wave just at the surface of the dissipative
media, | is the intensity of the wave at distance x from the surface, and k is the
absorption coefficient.

The absorption coefficient is a characteristic of the medium, depending also on the wave
length of the incident wave

The intensity ,,I”” of the wave is numerically equal to the energy carried by the wave in a
second, trough the surface normal (orthogonal) on the wave direction of propagation.

13. The reflection laws:
The incident ray, the reflected ray, and the normal to the surface all lie in the same
plane, and, the angle of reflection equals the angle of incidence .

14. The refraction laws:
When light travels from a material with refractive index n. into a material with
refractive index n., the refracted ray, the incident ray, and the normal to the interface
between the materials all lie in the same plane. The angle of refraction is related to the
angle of incidence by ni-sin@1 = n2- sin02.

The index of refraction n of a material is the ratio of the speed c of light in a vacuum to
the speed v of light in the material.

15. Coulomb’s law
A: The magnitude F of the electrostatic force exerted by one point charge q: on another
point charge gz is directly proportional to the magnitudes | g1 | and | 02 | of the charges
and inversely proportional to the square of the distance r between them.

12



F — ql ' qZ iz
e r
The electrostatic force is directed along the line joining the charges, and it is attractive if
the charges have unlike signs and repulsive if the charges have like signs.

13



10.

11.

3" THEMATIC AREA

MEASURING UNITS - S6, S7, S8, S9, S10
of the International System of Units

Specify the Sl unit and its symbol for mass. Specify the multiplier and its symbol for
micro (example: atto = 1018, a).
The SI unit for mass is the kilogram. Its symbol is kg. The multiplier for micro is 107, Its
symbol is g
Specify the Sl unit and its symbol for length. Specify the multiplier and its symbol for
milli (example: atto = 10728, a).
The SI unit for length is the metre. Its symbol is m. The multiplier for milli is 103, Its
symbol is m.
Specify the Sl unit and its symbol for time. Specify the multiplier and its symbol for
micro (example: atto = 1028, a).
The Sl unit for time is the second. Its symbol is s. The multiplier for micro is 10°®. Its
symbol is s
Specify the Sl unit and its symbol for electrical current. Specify the multiplier and its
symbol for milli (example: atto = 10718, a).
The Sl unit for electrical current is the ampere. Its symbol is A. The multiplier for milli
is 103 Its symbol is m.
Specify the Sl unit and its symbol for angular velocity. Specify the multiplier and its
symbol for kilo (example: atto = 1028, a).
The Sl unit for angular velocity is the radian per second. Its symbol is rad/s. The
multiplier for kilo is 103, Its symbol is k.
Specify the SI unit and its symbol for frequency. Specify the multiplier and its symbol for
tera (example: atto = 1078, a).
The Sl unit for frequency is the hertz. Its symbol is Hz. The multiplier for tera is 102, Its
symbol is T.
Specify the Sl unit and its symbol for energy, work and heat. Specify the multiplier and
its symbol for mega (example: atto = 10718, a).
The SI unit for energy, work and heat is the joule. Its symbol is J. The multiplier for
mega is 108. Its symbol is M.
Specify the Sl unit and its symbol for power and radiant flux. Specify the multiplier and
its symbol for giga (example: atto = 1028, a).
The Sl unit for power and radiant flux is the watt. Its symbol is W. The multiplier for
giga is 10°. Its symbol is G.
Specify the SI unit and its symbol for electrical charge and quantity of electricity. Specify
the multiplier and its symbol for femto (example: atto = 108, a).
The SI unit for electrical charge and quantity of electricity is the coulomb. Its symbol is
C. The multiplier for femto is 107, Its symbol is f.
Specify the Sl unit and its symbol for voltage, electrical potential difference and
electromotive force. Specify the multiplier and its symbol for nano (example: atto = 1028,
a).
The Sl unit for voltage, electrical potential difference and electromotive force is the
volt. Its symbol is V. The multiplier for nano is 10°°. Its symbol is n.
Specify the Sl unit and its symbol for electrical field strength. Specify the multiplier and
its symbol for mega (example: atto = 10718, a).
The Sl unit for electrical field strength is the volt per metre. Its symbol is V/m. The
multiplier for mega is 10°. Its symbol is M.

14



12.

13.

14.

15.

Specify the SI unit and its symbol for electric resistance, impedance and reactance.
Specify the multiplier and its symbol for kilo (example: atto = 10718, a).
The SI unit for electric resistance, impedance and reactance is the ohm. Its symbol is 2.
The multiplier for kilo is 10°. Its symbol is k.
Specify the Sl unit and its symbol for electrical conductance. Specify the multiplier and
its symbol for kilo (example: atto = 1078, a).
The SI unit for electrical conductance is the siemens. Its symbol is S. The multiplier for
kilo is 10°. Its symbol is k.
Specify the Sl unit and its symbol for electric capacitance. Specify the multiplier and its
symbol for pico (example: atto = 1078, a).
The SI unit for electric capacitance is the farad. Its symbol is F. The multiplier for pico
is 1072, Its symbol is p.
Specify the Sl unit and its symbol for inductance. Specify the multiplier and its symbol
for milli (example: atto = 1028, a).
The Sl unit for inductance is the henry. Its symbol is H. The multiplier for milli is 103,
Its symbol is m.

15



4" THEMATIC AREA

CORE COURSES - 8§13, S14, S15

ELECTRONIC CIRCUITS

1. Demonstrate the optimum input and output impedance for a voltage amplifier.

20011 EC (¢ 01).ppt / slides 8.9

Amplifiers fundamental properties
s Gain Zout
s [nputf impedance C—_ —" M ——0
s Output impedance

Input ':‘} Zin A Output

General amplifier model
= There are three types of gain:

voltage gain (A,), A = Vour A = Lour A = Pour
current gain (A), AT 1= I P = P
power gain (A_). W I ™

» The gain of a circuit is determined by its component values 1!l

= When the gain of a circuit has been calculated, it can be used to
determine the output of the circuit for a specified input

2011 Electronic Cirouits Lecture 1: introduction o amplfiers Slide &

Ex: Voltage amplifier circuit

Zout Rz
o Wil W ——O
Input output ,J:# ”ﬂi _l
Yo :
L —
Amplifier model ’ Amplifier circuit ’
= At the circuit input and output there are 2 vollage dividers:
v =1‘.i Vv, =1 L = Ay
w =y R+ 7, = Vaur Zor + R, where Vogr = AV

m Sinee Vy <V and V; <Vgur
== The effective voltage gain of a circuit is lower than the calculated
voltage gain of the amplifier itself.

To neglect the input and output voltage drop we must have :
[Infinite gain], Infinite input impedance, Zero output impedance 11!

2011 Elecironic Cirours Lecture 1: Infroduction 1o ampifiers Side &

16



2. |Explain Miller effect and theorem and its utility for high frequency analysis.)

2011 EC (¢ 03+04).ppt /slides 37-38, seminar nr.2 doc

Miller Effect

An impedance Z,, connected from the input of an
amplifier to the output can be replaced by an
impedance across the input terminals (Z,,) and

impedance across the output terminals (Z,,).

2
- 5

|

)

) 1

AN

(

o
0 /!2,'

|
L

-

[] 2
X

Miller Effect

]
[3

An impedance Z,, connected from the input of an
amplifier to the output can be replaced by an
impedance across the input terminals (Z,,) and
impedance across the output terminals (Z,,).

Zs
-r:1--TJ

[_

|+

e 0 B
|

02

x

-

Ez.:

17
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Example: For the following circuit, we consider the amplifier’s parameters:

A= 107, R= IMQ, R~ IK.

C:
11
]
Jp

Compute high cut of limit frequency of the circuit, using Miller’s theorem

Answer:
U
Y
_ S
Ro U1 U2
o] of []
‘ CT) Aulli [:| . e
- . — L
1 1
= = 60KH= =———————=064KH:z
S 2x(Cyy + C )R ||R, I 27(Cy )R, |R,
1{"[; RJ'.
1 U, "R +R R
Cm:CI(]—Kl Ch = E(I_E}J K:E: U L :A"Rn :RL

f2>> £, — f; = f,, =60KHz

18



3. Which amplifier class is known for its crossover distortions? Explain the root cause and ways
of improvement based on a simplified schematic and is transfer characteristic.

2011 EC (c 05).ppt / slides 22-24, 37

Class B - output stage circuit

Named also Complementary-symmetry amplifier

=2 complementary BJT’s used as emitter followers, working in
“push pull” mode. vo

(KMo = Voaswtp—-————————
Slupe = | :
|
05V !
=¥ + Focrma— Vo) 3 / 3

U Fe = Vepnn T Vand
sy

S

(Ve t Vicru)

Advantage: good efficiency — up to 78.5% (in DC mode — no current
sink from supply)

Drawback: Crossover distortion

201 Electronic Circuts Course Shide 22

19




Class B - crossover distortion

Ry Und

AT

B Conduction angle — less than /2 T
'

A
I

=> crossover distortion between the “halves™ of the signal

2011 Electronic Cirauts Course Shide 23

Class B biasing

Biasing must provide V(B1)- V(B2) to keep Q1 and Q2 off, but
close to conduction => lower crossover distortion

T

BJT “s can be biased using 2 diodes or a “V multiplier” circuit =>
constant voltage drop between Q1 and Q2 bases

2011 Elecyonic Circuts Course Slide 24

20



Opamp Implementation

Op amp connected in a negative-feedback loop to reduce
crossover distortion

+Vee

e

Or R,

-
;('(‘

201 Elec¥onic Cirauts Course Slide 37

Describe half bridge class D amplifiers topology, block schematic and principle of operation.

2011 EC (c 06).ppt [ slides 5-7

Class D - (half bridge) simplified circuit

- operation is switching, hence the term switching power amplifier
— output devices are rapidly switched on and off at least twice for
each cycle

— the output devices are either completely on or completely oft so
theoretically they do not dissipate any power

+dd

{v]]

High Sidis Driver
IHFUT <

~ Pulse Width P
Moduiator Lf
[ f
Spaaker
Q2

GHD

Lowr Side Driver GHD GHD

¥n
Mote: Final stage looks like in class B, but works in switching — not linear mode 11!

Eleciromie Circuits Course Slide &

21



Class D - PWM signal generation

*The input signal is compared with a triangle signal
resulting in a PWM (Pulse width modulation) signal
Ve

e — e [

Trinngie :

e

201 Electromic Circuits Course Slade 6

—

T

«Usually 150KHz to 250Khz switching freq. is used

«The LC LPF provide at the output the mean value of the
PWM signal - same shape as the Input signal

“ll

am Electrome Circunts Course Shde 7

22



5. Using formula show the most unwanted occurrence place for an external perturbation in a
multistage amplifier sing a gobal negative feedback loop

2011 EC (c 07).ppt/ slide 11

Perturbation influence in Feedback Amps

L

_..f_.o_. qlx,»_, Ay Q\,_

B
p t X304,
|+ X ) 4,
Yy =Xy +X,, ),
=N EL P, Perturbations are reduced as
" —{H X = P, + XA +Xx,04; +x,,)4, they are closer to output
Ay A, A4, i Ay A, Ay o i Ay

= Xy =X, +X, + X5 +X,
1+ A, A, 4, 1+ BA, A, 4, 1+ BA, A, A, 7 1+ P, A, 4,

2011 Electrons: Circuits Course Shide 11

23




6. Demonstrate bandwidth extension for an amplifier when a negative feedback is applied.

2011 EC (c 07).ppt fslides 5-7

Feedback effect over gain

m For amplifiers with feedback we can assume that the
b Al

1B] =i e = == If nonfeedback amplifier has : M/{

s ML T M

At small vanations :

g
It

T

WpA-Ap o 1 gy A1 M
(1+ p4)* (1+ pA)* 1484 1+p4 4
M M 1A

I
A~ A4 1+p4 A4 F

I

F times improvement !!)
201

Elsetronic Circuits Course Slide 5

Influence of the feedback on freq. response

P(jm
if Al jo)= U_' }-.-1, and [} =3, areal number,
O( jo)
P
—- A, Yy
Then: A (jo)= Q P = e
1+ Bu i "Tlm £J n H“R‘I“
0

only the poles are shifted

24



Influence of the feedback on freq. response(@high freq.)

\ , A,
EX 1: A(jo)= = B=B,
I+ j=—
Ay .
' I|‘.fi i ! | |
A o) = — ] - , =, :
1+ P l+ﬁ.,.-l,,+_,fL_ L+ By, 1+ ;_; 1+ ;L_
1+ j— fs fll+ B iy
AdB

whered,y =—0— & [ = f(1+B,A,)

1+B,4, x
. A . . . .
Then: 4 =F S, = F A, =A [ B
Note: only if circuit still behave linear |11 L-1kHz 10kHz 100kHz=f
21 Electronic Circuits Course Slide 7

7. Show input and output resistance change for an amplifier when a shunt-shunt feedback is
applied. Justify with formulas.

2011 EC (c 08) ppt / slides 78,10

Shunt Shunt Negative Feedback

R.’ ||R.'
I, P T ——
R,R, +R,
al
o, RR,
L=ty ——
R,|R, +R,
Iy =l =1, =1, = [P,
i
RAR, IR, P
it r H" ||'I"‘1 + Hl: R ”R,,r + R. ! -Obtained by separating
- ) . ey feedback network
Lin

Transfer impedance of the amp. with influences included and no feedback

20 Electronic Circuits Course Slide T
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Shunt Shunt Negative Feedback
Zr.: am Zn-l 0
Uy =2, 1, = 2_,_|If_|__ -i )= z,,{;_u = [, )

u, A0
»l L, =—=—"—
i | |1+ B,
u
R, =—
rI.r
L. M, H; . i;
i, =i +i, =pu,+ ' =Pu, +—=p-£ -i, +—
’ R.|R.,|R. 1 R,
-
Ry
Small value,
because i
i =p-Z e M R_:“;:L splila]sagm
£ i R, er . ! ,‘E 1+ﬁ.z” the feedback
network.
2011 Eleciromic Circuits Course Slide &
Shunt Shunt Negative Feedback
The output resistance determination o
S B 1 1 (J) o
! P
. b
£ R —”J|r =
v 'r.ll
= i, =—Pu,
7 u, u,(l+pZ)
A e R:I |
R.-.-- = i |iy=t. R..- RI i I
il
R R,
=i, —
H:_" R.-r T HI
Slide 10

A1 Elsetromie Circuits Course
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8. Draw noise equivalent schematic of an amplifier and define noise factor F.

2011 EC (c 11).ppt / slides 17, 18, 19

Noise model for an Amplifier

If the noise sources are uncorrelated, noise

at output:
1]
s - i
]x o Z lzl;
k=1
3 . 2
P, i, .u, >R,
Uy =Up + i, |{; Total noise voltage
Il:
ae
) - fard zgomol
p -
Rr L L8
Il’f <
v
&
201 Electroric Circuits Course Shde 17

Noise figure (factor)

= Compare noise produced by the amp. with the noise produced
by the generator Rg

o SNRw
~ SNR.. SMR - signal to noise ratio
"k'_' Puterea totald de zgomot de la iesire
Puterea de zgomot datoratd generatorului
Fy=101gF
. ‘.‘g i p.-.t u Eg 3
Fpe =10 l-_:’— unde P, = ‘R
P, R, +R,
ul mmimi A - ;
£ _ R ——E_.R
EA i 1
R, R} ® R
[ ul+il-r}) . ~ i
Fp = 10lg| | + —2—=—t | ul, =4kTR, -Af
| Usn, | ! )
2011 Electroric Circuits Course Shde 18
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Explain dominant pole {lag) compensation method. How is related dominant pole frequency
to gain unity frequency f, .. Show practical implementation.

2011 EC (¢ 10).ppt / slides 19-21

4.1 Dominant-pole compensation

It represents a very popular method, also called lag
compensation. It consists in adding another pole in the
open-loop transfer function - A(jw) - at a very low
frequency, such that the loop-gain drops to unity by the
time the phase reaches -180":

Ao (jo) = A(jo)— -
1+ j—
I

fd << m]n(fpt}

where f,, are the pole frequencies for A(jo).

A Electroris Circuits Course Shde 19

A serious disadvantage of this compensation method is the
resulting close-loop amplifier bandwidth, drastically reduced

(fig. 4).
Jo Gainl (dB)
/-' Uncimnpemsated [Ad 1)
e T
Posles of L ™ o Compensated | \\
ancim e isabed | e, ALFH | |
armplifier | 1 - \_\ ) : :
/l ] . ..
/ / 2n, -20dBidecate 7 N | |
L | ~ \\: i
[ - l'l'fz : I \‘\ I
=] =1nf
i A Pol added
(11} (SR P SRLSE R
{a) s-plane (h) Magnitude Bode plot
Fig. 4. Dominant-pole compensation.
A Electroris Circuits Course Shde 20
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It could be shown that knowing f,,, is sufficient for computing

fa
2 IA/\
fd_fodﬂ Ao

where A, is the open-loop midband frequency gain.

~

% G
N Mg

" 2
R S = o T, S
— c:)~——_}j>-~1» ) I”
@ c >
— ,,/"/ l <.
2 b

Fig. 5. Dominant-pole implementation.

2011 Electronic Circuits Course Shde 21

10. Draw and characterize a Wien network and show how is connected to build a Wien oscillator.
What are the conditions used to design feedback loops.

2011 EC (¢ 12.13).ppt / slides 18,11,19
2011 Sem 7.ppt

3.2 The Wien Bridge Oscillator

An oscillator circuit in which a balanced bridge is
used as the feedback network

Cy R
C: R “
—
TA—, 4 P O
Ta [|® I ¥
= I = & -
3 3
. Ry
| R
- ==
Fig. 4. a) A Wien bridge oscillator. b) The bridge network
2011 Electronic Grouits Course Slide 12
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= The condition for the feedback loop to provide
sinusoidal oscillation of frequency w is:

A(jo)p(jo)=1<

arg A(jo)+arg B(jw)=2kr phase criterion
lA(jo)|B(jo)| =1 amplitude criterion.

2011 Electronic Gircuits Course Slida 11

=1

=itk

A 1

1+8.4 ~ B

B.

Amplitude criterion. |£ur

For negative feedback loop: éw =

pl=lp]

l+&+£%+ij2R]— !
» G oC\R,

2011 Elzctronic Circuits Course Slide 19
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In order to obtain oscillations, phase criterion has to be satisfied:

1
m )e R = o,C,R ——— =0;
.P'.?+{.Jil {I) [ | ﬂ-"u'f-'1R2
1 N 1

O e = LT —
’ RC\R,C, Jo 2 ZHﬂJR1C|R1C2

arg|. (jo,)]=0

, 1
B.(jo,)|= R C
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DIGITAL INTEGRATED CIRCUITS

1. Explain how a decoder can be used as a demultiplexer.

Any binary decoder with an enable input can be used as a demultiplexer. The decoder’s
enable input is connected to the data line and its select inputs determine which of the output
lines is driven with the data bit. The following example shows how 74HC(T)138 can be used
as demultiplexer.

If the decoder’s enable input active HIGH (“1”) is connected to the data line and the
select inputs are A=C="1" and B="0" at the output Y5 one can find the data bit negated. The
remaining output lines are “1” (see Fig.1.1.)

If the decoder’s enable input active LOW (“0”) is connected to the data line and the select
inputs are A=C="1" and B="0" at the output Y5 one can find the data bit. The remaining
output lines are “1” (see Fig.1.2.)

—2 | a YO OD—1— ] K YO O——
0 'n Yijp—— —2 1B ¥iD——
—1 IC Y2 0—1 - i L Y2 D—1

Y3 p—— Y3 [0——
- Y O—L— Yi O——
— G1 Y5 0—2- — 161 Y5 0—2L.
—0 -G Y6 D—1— =] G2A Y6 (O—Li—
—2 ) G2B Y7 0—Lt— —2 ) G2B Y7 O—L1—

74HC138 F4HC138
Fig. 1.1 Fig. 1.2

2. Positive edge triggered D type flip-flop: draw a symbolic representation, the
truth table and its associated waveforms

One of the simplest flip-flops which is produced on the market is the Positive — edge —
triggered D flip-flop. This samples its D input and changes it’s Q and Q outputs only on the

rising edge of a controlling CLK signal (see Fig. = - (5
S

—D O D Q —

—>Cl oppo— —Pk Qp—

Fig. 2.1  a) Positive edge triggered D flip-flop  b) Positive edge triggered D flip-
flop with asynchronous inputs.
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Table 1. Truth table for the D flip-flop

D CLK Q
1 T edge 1
0 T edge 0
X 0 Last Q
X 1 Last Q

The edge-triggered D flip-flop has a setup and hold time window during which the D
inputs must not change. This window occurs around the triggering edge of CLK, and is
indicated by shaded color Fig 2.2.

° A [~ /
S SR VY S VO A N U
o | } N

I ‘ | thold
- t

T t:JL— (CQ) t:u HL{CQ) sefup

Fig. 2.2 Positive edge triggered D flip-flop waveforms

Some D flip-flops have asynchronous inputs (see Fig. 2.1. b) that may be used to force
the flip-flop to a particular state independent of the CLK and D inputs, they are best reserved
for initialization and testing purposes, to force a sequential circuit into a known starting state.
If the asynchronous inputs are active LOW and S="0" and R="1" the output Q is “1”, no
matter what logic value is at the D input. If R="0" and S="1" the output is Q is “0”, no matter
what logic value is at the D input.

3. T (Toggle) flip-flop: draw a symbolic representation, the truth table and its
associated waveforms

A T (toggle) flip-flop changes state on every tick of the clock (T="1"). Such a flip-flop
can be obtained from a JK-MS flip-flop by connecting its J and K inputs together.

T —e 1  Q}— —T  Ql—
Clk
K Qp— —pCk  Qlo—

Fig. 3.1. T flip-flop symbol
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Table 3.1. Truth table for a T flip-flop

T Qn+1
0 Q,
1 6n

Notice that the signal on the flip-flop’s Q output has precisely half the frequency of the
CLK input (see Fig. 3.2).

ClK fILALFLFLFLFLFLFLFL
T | |
e LI L

Div2

Fig. 3.2 Positive edge triggered T flip-flop waveforms

4. Explain how Serial — Parallel and Parallel — Serial conversion can be
implemented with shift registers.

Serial — Parallel conversion is implemented with a SIPO register, in order to perform the
conversion n ticks of a clock signal that corespond to the n bits of the binary word are
needed.

Let’s consider an eight bit SIPO register, the serial sequence of information clocked into
the register is D7, De, ... Do. The register is cleared by connecting the /CLR to ”0”. After 8
ticks of the clock signal, D7 (the MSB) can be found at the output Q7 and the word is held by
the register an can be read out as a 8-bit value.

CLK | SIPOS

SIN
| mr QQ1Q:2:Q4Q5Q6Q;

Ry yrrrrTY

Fig 4.1 SIPO register for Serial-Paralel conversion

A proper timing should exist between the CLK and the SIN.

Dy- D, ﬁDatai F(

>ty >ty
CLK [

Fig 4.2 Proper timing between the CLK and the SIN (setup and hold time must be
respected)
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For the serial sequence of information 10101101:

gl 2 T T £ s

D Dis Dis D Di Di Dis Dia
s i N H i i

S a

SIM

Fig 4.3 Proper timing between the CLK and the SIN an example

Parallel — Serial conversion is implemented with a PISO register. In order to perform the
conversion n ticks of a clock signal that corespond to the n bits of the binary word are needed
(one for loading the data and n-1 for reading it ).

First the SH/nLD input is connected to “0” logic. The transfer of the input data takes place
when the clock signal transitions from low to high. In order to read the data the input SH/nLD
="1”, and in n-1 ticks of the clock signal the data is read out.

T1YTYVYY

CLK Dy Di1 DiDi3Diy DisDig Dys

K| SOUT
SH/LD | pisos| &

Fig 4.4 PISO register for Paralel- Serial conversion

CLK 0 1 2

SH/LT;'?—' : : 5 : : : : :
SOUT [ [Dy;1{D0[Djs 1 Dy 1{D30[ Dy 11Dy, 0[Dyg 1
Fig 4.5 Waveforms for the serialoutput.

(O8]
SN
i
.. .
~
o0

5. Sequential access memories FIFO and LIFO

A sequential memory is a memory in which the stored data cannot be read or written in
random order, but must be addressed in a specific sequence. There are two main ways of
organizing a sequential memory—as a queue or as a stack.

A queue is a first-in first-out (FIFO) memory, meaning that the data can be read only in
the same order they are written. This memory can be implemented using SISO shift registers
which can shift the data to the right.
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__ nbistabile in registru

»

D, SIN . SISOn Q. [sout o
D, SIN . SISOn Q. [SoUT_ ¢

L/\/\ "—, L/\/\
Dy SIN N SISOn Q,_,|BQUL. Q.1
CLK—»—,

Fig. 5.1 Sequential memory

The binary words on b bit are written in parallel to the b serial inputs by applying a
clock tick and shifting the data to the right. Once the words are written in the registers the first
word to be read is the first one loaded in the memory. Once the data is read it is lost.

One common use for FIFO memory is to connect two devices that have different data
rates. For instance, a computer can send data to a printer much faster than the printer can use
it. To keep the computer from either waiting for the printer to print everything or periodically
interrupting the computer’s operation to continue the print task, data can be sent in a burst to a
FIFO, where the printer can read them as needed.

The last-in-first-out (LIFO), or stack, is based on the following operation principle: the
last bit to be written is the first bit to be read. This memory can be implemented using SISO
shift registers which can shift the data bidirectional. To write the data the same principle from
FIFO is used. To read the content of the memory, the data is shifted to the left.

The LIFO memory can be used for the storage of data that are to be retrieved in
reverse order. Most microprocessors use a stack to save status flag bits and the contents of
certain registers, in case of interruptions.

6. 4-bit Up Binary Ripple Counter: draw the schematic, explain how it works, and
draw the relevant waveforms

A 4-bit up binary ripple counter build with 4 T flip-flops (from JK-MS with T ="1”) can
be seen in Fig 5. The clock ticks are applied only to the first flip-flop. The next flip-flops have
as clock signal the output Q of the previous flip-flop (MR — Master Reset is synonym to R —

Reset or CLR - Clear).
Qo Q" QT Q

'y h

CLK I Q I Q I Q I Q J
—Op Clk Clk Clle Clk
—K K K

"“":Ro[>o§ % %

Fig 6.1. 4-bit Up Binary Ripple Counter

—q=
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input of the next counter).

Observations:

1) The counter counts up, at each CLK tick the value of
the counter is incremented with one unit.

2) The counter is modulus 16 (it has 4 flip-flops), the 16"
tick of the clock close the cycle and brings the counter to zero.
The 17" tick of the clock is the first tick from the next cycle.

3) At a certain moment of time, the binary code read at
the outputs, corresponds to the number of ticks from that cycle
(after 11 ticks Q3Q2Q1Qo = 1011 this corresponds to number 11
coded in binary). This is practically the counting function.

4) The flip-flops works as frequency dividers by 2. The
output Qo divides by 2 the clock signal, Q: divides by 2 the
frequency of the signal Qo and by 4 the clock signal and so on.

5) In order to extend the modulus of the counter multiple
counters can be cascade (the output Qz is connected to the CLK

il
a4

1 Cycle = 16 CLK ticks

Fig 6.4. 4-bit Up Binary Ripple Counter waveforms

In order to get a countdown counter, the output Q of the flip-flop is connected to the
CLK input of the next flip-flop.

7. 4 bit synchronous counter: draw the schematic, explain how it works

A synchronous counter connects all of its flip-flop clock inputs to the same common CLK
signal, so that all of the flip-flop outputs change at the same time, after only trq ns of delay.
The main advantage of synchronous counters is their capability to count at higher clock
frequency (35 MHz typically).
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1 1 0 1 1
12 1 1 0 O
13 1 1 0 1
14 1 1 1 0
15 1 1 1 1

According to the state of the counter some flip-flops have to toggle while others not.
As shown in Fig.7.1, this requires the use of T flip-flops with the T input available; the output
of the flip-flop toggles on the falling edge of the CLK if and only if T is asserted (“1” logic).
Additional logic circuits are needed to generate the correct value for the T inputs according to
its truth table.
Looking at the table one can notice that Q, has to toggle at each tick of the clock so T, =1;

e Q toggles onlyif Q,=1 before the new tick of the clock, so T, =Q,;
e Q, togglesif Q,and Q, are ,,17,s0 T,=Q,-Q, =Q, T,
o Q, togglesif Q,,Q, and Q, are,,1”,5s0 T, =Q,-Q,-Q, =Q, -T,.
Thegeneralruleis: T, =Q,-Q,-....Q,, =T, ,-Q, .
The T values can be generated using 2 methods:

e Serial —the current value of T is obtained from the previous ones:
T,=T,-Q and T,=T,-Q,.

g
I—T QQOL a2 D_LT y D—\—T =
—Q

Ck —g —p Ck —p Ck

—

Ao
=

*—O| U

i T

Fig. 7.1 Synchronous serial counter

R
CLR T
CLK M

TCLK min = Upcik S0t (n - 2)[PAND + At
Disadvantage: tp greater that the tp value obtain using the parallel method.
Advantage: only AND gate with 2 inputs are needed.

e Parallel — the T values are obtain from the Q values :

T2 :Qo 'Ql and T3 :Qo 'Ql'Qz

(D
T Q —T Q

: Carry

g
LT Q i T @
—cp Ck —p Ck —p Ck —<p Ck
R K R R R
CLR I I I T
CLK

TCLK min = tpaik 50 +1pg +AL

The tp value is smaller, so the operating frequency is grater compared to a serial
synchrounous counter. The Carry signal is obtained from  Qo, Qi, Q2, si Qa.
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Cy=Q,-Q,-Q,-Q, and is applied at the T input of the next flip-fop when the counters are
cascaded.

8. Present the main methods used to implement Programmable Frequency Dividers

Version 1 — with count down counter and parallel load

This is the most common method of obtaining a programmable ferquecy divider. It is
based on the use of a reversible (count down) counter with parallel load. The number used to
performe division (k) is loaded using the parallel inputs by activating /LD. The counter is
decremented by the frequency fcik applied at the Count Down (Dn) until reaches the state
0000. At this moment the output Borrow (/ Bo) goes to "0" logic and enables the input /LD,
and a new load of the counter with k number is performed.

Since the flip-flops used to build the counter do not have the same loading time and
thus there is a risk of incomplete load, an SR flip-flop to store the charge pulse it is needed
(the same as for modulo p counters). Thus, at the output /Q its yield fcik/K.

TAHCT 198 Feua

CLR X2
LD

IH

faum Dn Eo o]
LM —Up v

— A On
—B O
—C Q.
—D Os

3

TTT T

Fig 8.1 Programmable Frequency Divider with parallel load

Version 2 — with count up counter and comparator

The method uses an asynchronous counter (4040) and two 4-bit comparators (74L.S85)
which specifies the division ratio k. The counter conts up from 0 to a value set by the switches
k [KPD1 and KPD2]. When the counter riches the preset values the comparators detects the
equality and activates the clear signal /MR. In this example is an 8-bit design.

DIZPZ DISPL KPDZ  KPDL

s
4221 1 4321 4521 uz
Tl 74LES2E
4040 | | 74LE2E |
ar I e imannll
kol 1 IE}BJ
ir
p S
1
TLE P L 123 AxE—
R
3
74LE385
74LS85
I2+<E|

1&=F
L 1a>B-—

i3 23B-

Fig 8.2 Programmable Frequency Divider with comparators

To obtain a 12-bit frequency divider a 12-bit counter and a 12-bit comparator are
needed.The schematic shown above works very well in digital simulation, but not in practical
implementation because CMOS and TTL LS circuits are used togheter. To solve this
shortcoming, it is best to use HC or HCT circuits: 74HCT4040 and 74HCTS8S5, in this case the
design will not present any shortcoming.
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Version 3 — with count up/down counter
It uses 4029 counters with paralel load controled by a NOR gate which has the number
of inputs equal to the number of 4029 circuits that are use.

The circuit offers: KFDZ KPDL DISPZ DISPL
« count up from the preset number k to 25¢ M
« count down, fromk to 0 (if U/D=0) i "

e bi 1 1 PD_1} NECEN
binary counting (if B/ D_— 1); e §i
* decimal counting (if B/ D =0). P g
CLE “'l; TET
——2{CE
—{F/ D
—I/ T
oz
4023
025,
:2 0z
U3A Ok
TOHHE, -
[ H-o{cE D—‘
= E/D
WD iz D
B/D 12~ =

Fig 8.3 Programmable Frequency Divider with count up/down counter and OR gate

9. Shift Register Counters — Johnson Counter

A shift register can be combined with combinational logic to form a state machine whose
state diagram is cyclic.

Such a circuit is called a shift-register counter. Unlike a binary counter, a shift-register
counter does not count in an ascending or descending binary sequence, but it is useful in many
“control” applications nonetheless.

An n-bit shift register with the complement of the serial output fed back into the serial
input is a counter with 2n states and is called a twisted-ring, Moebius, or Johnson counter.

The block diagram and the waveforms for a 4 bit Johnson counter are shown below. The
decoded outputs are glitch free.

Q Jl §1lozo;ogo|1 T 1

o @ 0 Qg g |1§ ;1!0505050|1_
Q, §|1:1:1:1i0?0§0 o
: To=8 Terk :

P

Fig. 9.1 Block diagram and the waveforms for a 4 bit Johnson counter
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Table 9.1 The truth table of a 4 bit Johnson counter
CLK 'Q, Q Q, Q

0 0 0 © MR =0

0 1 0 0 0 MR =1
1 [ 1 [1[0]o0
2 1 1 1 0
3 | 1 |1 |11
4 0 1 1 1
5 0 0 1 1
6 0 0 0 1
7 oo o0 o
80) 1 0 0 O
91) 1 1 0 0
100 1 1 1 0

10. Present the main advantages and disadvantages of SRAM memories compared
to DRAM memories

The tow RAM categories are:

SRAM - Static Random Access Memory - where the basic (store) cell is a D latch, the
technology used is Bipolar transistors, NMOS or CMQOS;

DRAM - Dynamic Random Access Memory - where the basic (store) cell is a
capacitor, the technology used is NMOS or CMOS.

SRAM memory keeps data for an unlimited time, until it is rewritten. In contrast,
DRAM requires constant rewriting (refreshing) -once a few millisecond- of the data,
otherwise the information is lost.

SRAM advantages: high utility due to the operation mode and very high speed (access time
ratio SRAM / DRAM = 8-16).

SRAM disadvantages: lower integration density and a much higher price than a
DRAM memory (capacity typically ratio DRAM / SRAM = 4-8 and the ratio of cost SRAM /
DRAM = 8-16).
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ANALOG INTEGRATED CIRCUITS

1. CC-CE, CC-CC and Darlington configurations — draw the schematics for these
configurations and name the main parameters most often used to characterize
these circuits.

V-!'r

o F

) Ios = Qut

Fig. 1. Fig. 2. Fig. 3. Fig.4.
(Abstract: These configuratios increase the input resistance and the current gain; the Vge is
twice the normal and the saturation voltage is at least Vge.)

The common-collector - common-emitter (CC-CE), common-collector-common-
collector (CC-CC), and Darlington configurations are all closely related. They incorporate an
additional transistor to boost the current gain and input resistance of the basic bipolar
transistor. The common-collector-common-emitter configuration is shown in Fig. 1. The
biasing current source Isias is present to establish the quiescent dc operating current in the
emitter-follower transistor QI; this current source may be absent in some cases or may be
replaced by a resistor. The common-collector-common-collector configuration is illustrated in
Fig. 2. In both of these configurations, the effect of transistor Q, is to increase the current gain
through the stage and to increase the input resistance.

The Darlington configuration, illustrated in Fig. 3, is a composite two-transistor device
in which the collectors are tied together and the emitter of the first device drives the base of
the second. A biasing element of some sort is used to control the emitter current of Ql. The
result is a three-terminal composite transistor that can be used in place of a single transistor in
common-emitter, common-base, and common-collector configurations. The term Darlington
is often used to refer to both the CC-CE and CC-CC connections.

For the purpose of the low-frequency, small-signal analysis of circuits, the two
transistors Qi and Q2 can be thought of as a single composite transistor, as illustrated in Fig. 4.
The composite transistor has much higher input

resistance and current gain than a single transistor. W2 e .
re is the resistance seen looking into the composite ) -
base BC with the composite emitter EC grounded (Fig 5): Dt 2,
r;r: =M+ (Bo +1)rn2 l’“
Fig. 5.

For the special case in which the biasing current source Igias is zero, the effective current
gain Pristheratior i PBolw _PBola _BolBo i _g (0 )

- . - . 1 - - - - - - 0 0

iy iy Tpg Tpg Tpg

The base-emitter drop is twice normal; the saturation voltage is at least one diode
drop. The combination tends to act like a slow transistor; this is taken care of by including a
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resistor, R (few hundres Ohms — power transistor or a few thousend Ohms — small-signal
Darlington).

2. The bipolar cascode configuration — draw the circuit, compare its output
resistance with that of the common emitter stage. i

T r

Fig. 6 Fig. 7.

(Abstract: The cascode connection displays an output resistance that is larger by a
factor of about o than the CE stage alone.)

The cascode configuration is important mostly because it increases output resistance
and reduces unwanted capacitive feedback in amplifiers, allowing operation at higher
frequencies than would otherwise be possible. The high output resistance attainable is
particularly useful in desensitizing bias references from variations in power-supply voltage
and in achieving large amounts of voltage gain.

In bipolar form, the cascode is a common-emitter-common-base (CE-CB) amplifier, as
shown in Fig. 6. The MOS version is shown in Fig. 7.The small-signal equivalent for the
bipolar cascode circuit is shown in Fig. 8. The output resistance can be calculated by shorting
the input vi to ground and applying a test signal at the output. Then vi = 0 and the gmw1
generator is inactive (Fig. 9).
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=R, = I_t = a||lor o2 +T020m:2 '(rnz rol);
t
ror (NN §
= r02|::I-+gm2 '(rnz rol)]= lo2 1+gm2 | 2| = lo2 1+ —no—
M2 + 1o 14 Im2lor
If  g,.f,>B, and B,>1 than R, =Bl Bo

The cascode connection displays an output resistance that is larger by a
factor of about o than the CE stage alone (shown in Fig. 10) (we
assumed that Rc is very large and can be neglected).
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3. The dc transfer characteristic of an emitter-coupled pair - compare the schemes
with and without emitter degeneration. We know the values for collector
currents: el aL ol

I, = vy I, = R
1+ exp(— i j 1+ exp( i J
vV, v,

Fig. 12. Fig. 13.

Y (Abstract: The circuit behaves in
a linear fashion only when the

e 0~ |ugh ke magnitude of vig is less than
ke = 0% —| about Vr. The property ,for
Iy Re = 20V —— Vie=0 we have vo=0" allows
B e ——— % direct coupling of cascaded
stages. To increase the range of
Vid emitter-degeneration resistors

are included.)

=tteha e

Fig. 14. Fig. 15.

The simplest form of an emitter-coupled pair is shown in Fig. 11. The large-signal
behavior of the emitter-coupled pair is important in part because it illustrates the limited
range of input voltages over which the circuit behaves almost linearly. These two currents
are shown as a function of Vig in Fig. 12. When the magnitude of Viq is greater than about
3V, the collector currents are almost independent of Vig¢ because one of the transistors turns
off and the other conducts all the current that flows. Furthermore, the circuit behaves in an
approximately linear fashion only when the magnitude of Viq is less than about V1. We can
now compute the output voltages as: Vo =V —1aRei Vo =V —12Re
The output signal of interest is often the difference between Vo1 and Vo2, which we define as
Vod. Then:

.

This function is plotted in Fig. 13. Here a significant advantage of differential
amplifiers is apparent: when Vigq is zero, Vg Is zero if Q1 and Q are identical and if identical
resistors are connected to the collectors of Qi and Q2. This property allows direct coupling of
cascaded stages without offsets.

To increase the range of Vi over which the emitter-coupled pair behaves
approximately as a linear amplifier, emitter-degeneration resistors are frequently included, as
shown in Fig.14. The effect of the resistors may be understood intuitively from the examples
plotted in Fig. 15. For large values of emitter-degeneration resistors, the linear range of
operation is extended by an amount approximately equal to Itai. Re. Furthermore, since the
voltage gain is the slope of the transfer characteristic, the voltage gain is reduced by
approximately the same factor that the input range is increased.

-V
V.=V.-V.,=oa.l.,,R.tanh id
od ol 02 F'TAIL'MC ( 2V j
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4. Simple current mirror - bipolar version. Draw the schematic and compare it with
an ideal current mirror.

£ (Abstract : The output current for a simple current
[ g 5 mirror must exactly mirror the input current but, in a real
"G L circuit, lout is less then the input current, Iin. Ideally:

IOUT=IC2*. +

I the output current is equal to the input current,
:l K independent of Vour, with Vin = 0. A current mirror
[ ey = [27) Vour R !
i Iy Tz " must provide a constant current at the output and an
infinity output resistance. )
L Fig. 16.

Ideally: the output current is equal to the input current multiplied by a desired current
gain (if the gain is unity - current mirror); the current-mirrors gain is independent of input
frequency; the output current is independent of the voltage between the output and common
terminals; the voltage between the input and common terminals is ideally zero because this
condition allows the entire supply voltage to appear across the input current source; more than
one input and/or output terminals are sometimes used.

The simplest form of a current mirror consists of two transistors. Fig. 16 shows a
bipolar version of this mirror. Transistor Q1 is diode connected, forcing its collector-base
voltage to zero. In this mode, Qi operates in the forward-active region. Assume that Q> also
operates in the forward-active region and that both transistors have infinite output resistance.
Then lout is controlled by Vee2 = Veel (KVL).

| |
Vee, = V7 In £=VBEl =V;n e

S2 S1
| :
:>|cz=|i|q and if Ig=1l, shows that I =1l
S1
lour = Iy = Iy = 8
1. —1 _h_lﬂ_ outr — 'c2 — a1 — 2
IN C1l - £
Pe Br 1+
F
In practice, the devices need not be identical. ls, ls, 1
e = e =) T, 71y)
st s1 14" \Us2l0s1)
Pe

At the input:
Vin = VCEl =V, = VBE(on)

Since Vee(n) is proportional to the natural logarithm of the collector current, Vn changes little
with changes in bias current.
The minimum output voltage required to keep Q- in the forward-active region is:

VOUT(min) = VCE 2(sat)
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5. Wilson current mirror — draw the schematic of the bipolar version, estimate the

value of the output resistance and compare it with that of the cascode current
mirror h

+¥or

?ﬁu |+f.:-LI'r =l
Q"‘

- I =
+ - bie v

¥in e

f.‘IIJ 'E‘1 r
_ 1 -

Fig. 17. Fig. 18.

(Abstract: Both circuits, the Wilson current mirror and the cascode current mirror

achieve a very high output resistance: R, ~ Bofoz. )

2

The Wilson current mirror is shown in Fig. 17, the cascode current mirror is shown in
Fig. 18. Both circuits, the Wilson current mirror and the cascode current mirror achieve a
very high output resistance. A small - signal analysis shows that R, with some
approximations, has the value:

R Bl
. &
2

In the cascode current mirror, the small-signal current that flows in the base of Q2 is
mirrored through Q3 to QI so that the small-signal base and emitter currents leaving Q2 are
approximately equal.

On the other hand, in the Wilson current mirror, the small-signal current that flows in
the emitter of Q2 is mirrored through Q1 to Q3 and then flows in the base of Q2. Although
the cause and effect relationship here is opposite of that in a cascode current mirror, the output
resistance is unchanged because the small-signal base and emitter currents leaving Q2 are still
forced to be equal. Therefore, the small-signal collector current of Q2 that flows because of
changes in the output voltage still splits into two equal parts with half flowing in rx.
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6. Bipolar Widlar Current Source - draw the schematic, explain why it is not a
current mirror.

V"‘“*,m (Abstract: In the Widlar current source the transistors Q1 and Q2
& W, OPerate with unequal base emitter voltages. This circuit is referred to as
| a current source rather than a current mirror because the output current,
“y louT, is much smaller than the input current, Iin.)
& [+
Ry
Fig. 19.

In the Widlar current source of Fig. 19, the resistor Rz is inserted in series with the
emitter of Q2, and transistors Q1 and Q2 operate with unequal base emitter voltages if R> # 0.
This circuit is referred to as a current source rather than a current mirror because the output
current is much less dependent on the input current and the power-supply voltage than in the
simple current mirror.

Assume that Qi1 and Q2 operate in the forward active region. KVL around the base-
emitter loop gives:

+1 | | 1
Pe lourR, =0 :>VTIn£—VTInﬂ—BFJr lourR, =0

BF ISl ISZ BF

VBEl - VBEZ -

I
If B> and Ig=1;, =V;Ih—"=1R,
ouT

This transcendental equation can be solved by trial and error to find lour iIf R> and
Iin are known, as in typical analysis problems. Because the logarithm function compresses
changes in its argument, attention can be focused on the linear term, lour Rz, simplifying
convergence of the trial-and-error process. In design problems, however, the desired I and
lout are usually known, and the equations provides the required value of Ro.

The Widlar source allows currents in the microamp range to be realized with moderate
values of resistance. It is possible to write the final equation like this: R,
I =lour€ v
It is obvious that lout is much smaller than Iin.
Exemple: IIn =1 mA, R2=5 KQ, Iout = 20 pA
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7. Temperature-Insensitive Bias with band gap voltage reference: the motive, the
idea, one of the practical implementations.

Vo = Vagy + MV

+3300 ppm~C = + 0.085 mVi°C

T

Fig. 20.

(Abstract: We need low-temperature-coefficient
reference voltages. The idea is shown in Fig. 20. -
2mV/°C temperature-coefficient of Vae to be
compensated with a component with +2mV/°C coefficient
temperature. )

In practice, requirements often arise for low-
temperature-coefficient voltage bias or reference voltages.
The voltage reference for a voltage regulator is a good
example.

Since Veeon) and Vr have opposite Tcr, the
possibility exists for referencing the output current to a
composite voltage that is a weighted sum of Vgg@on) and
V1. By proper weighting, zero temperature coefficient
should be attainable. So we can obtain low-temperature-
coefficient voltage bias or reference voltages.

VOUT :VBE(on) + MVT

The idea is shown in Fig. 20. — 2mV/°C temperature-coefficient of Vge to be
compensated with a component with +2mV/°C coefficient temperature. One
possibility is to use V1 which Tcr is about +0,085 mV/°C.
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fo iy
=Ren +E
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¥ I
Q\ Ig=0
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Fig. 21.
Voo _ Vi _ K KT
dT dT q qT

|
R

A bandgap voltage reference is a voltage reference
circuit widely used in integrated circuits usually with
an output voltage around 1.25 V, close to the
theoretical band gap of silicon at 0°K. A practical
implementation is shown in Fig. 21.

VRCl :VRCZ = |c1 = Icz

Vo — _ _
VRl - IClRl - VBE2 _VBEl -

IC2 ICl ICZ
=V:Ih—==-V;In—==V;In—==-=V;Inn
C1

V.Inn V. Inn
T +n T

Ve, =R, (1 +I)=R[
R2 2\'c1 Cc2 2 Rl Rl

=%i@+ﬂVJnn=NW4

300

=>N=210°_—""_=
26-10°
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8. Inverting and noninverting amplifier built with an ideal op amp - draw the
schematics and find the gains, define the characteristics of an ideal op amp. pg.
406, 408, course #9

(Abstract: The golden

e X ;:P—>_ rules:
= - Iy 2 _Q"m 1.The output attempts to do
) ED‘_“” | %, i ° whatever is necessary to make
. Yoy - W = the voltage difference between
- = _T__ 111 =k b the inputs zero (in Fig. 22 and
R - 1 Fig. 23, Vi=0).
Vo =—Vy R_2 - R 2.The inputs draw no current.)
' V02 :(1+ _ZJVSZ
1
Fig. 22. Fig. 23.

An ideal op amp with a single-ended output has a differential input, infinite voltage
open-loop gain, infinite input resistance, and zero output resistance. While actual op amps do
not have these ideal characteristics, their performance is usually sufficiently good that the
circuit behavior closely approximates that of an ideal op amp in most applications. These
characteristics lead to the golden rules for op-amps. They allow us to logically deduce the
operation of any op-amp circuit.

Fig. 22 shows an inverting amplifier build with an op amp. Considering we have an
ideal op amp. First, because no current enters in the - input, at the nod X we can write:

=1, ()

Second, Vi= 0 and at the inverting input we have a ” virtual ground”. Then the voltage
Vst is across Ry and Vol is across Ro. In the first equation we can replace 11 and I> with the

values: | LV, - ~V,
1 2
Rl RZ
Equation (1) becames:
Va_ Va oy _ oy Re
R1 R2 R1

This is the relationship between the output voltage and the input voltage for an
inverting amplifier build with an op amp. A similar calculation can be done for the
noninverting amplifier build with an ideal op amp (Fig. 23). The same, for Fig. 23:

I, =1, (2)
But we don’t have a virtual ground anymore: at the noninverting input is Vs. In this case we
can write: | V,, | V,, -V,
Rl ’ R2

Using this values in (2) we get the relationship between the output voltage and the input
voltage for a noninverting amplifier build with an op amp:

V V.,-V R
s2 — 02 s2 o V02 — 1+ 2 V52
Rl RZ Rl
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9. Integrator, differentiator build with op amp - draw the schematics, find the
relationships between input and output voltages.

The integrator (Fig. 24) and the differentiator circuits (shown in Fig. 25) are examples of
using op amps with reactive elements in the feedback network to realize a desired frequency
response or time-domain response.

R ﬁ c R
AWy 1 I Wy
+ . —_— + — —_—
V h I v, 1 L
_"'"' b = —0
- v, v,
Fig. 24. Fig. 25.

(Abstract: In the case of the integrator the output voltage is proportional to the integral of the
input voltage with respect to time. In the case of the differentiator the output voltage is
proportional to the time rate of change of the input voltage.)

In the case of the integrator (Fig. 24), the resistor R is used to develop a current I; that
is proportional to the input voltage, Vs. This current flows into the capacitor C, whose voltage
is proportional to the integral of the current 12 with respect to time. Since the output voltage
is equal to the negative of the capacitor voltage, the output is proportional to the integral of
the input voltage with respect to time. In terms of equations:

Voo 2 deaV(0) =V ()= ['V.()de+ V(0
LA ACREAURSES RACLLEAAC

In the case of the differentiator (Fig. 25), the capacitor C is connected between Vs and
the inverting op-amp input. The current through the capacitor is proportional to the time
derivative of the voltage across it (Vc), which is equal to the input voltage (V¢ = Vs). This
current flows through the feedback resistor R, producing a voltage at the output proportional
to the capacitor current, which is proportional to the time rate of change of the input voltage.
In terms of equations:

dv WY,
=l V, =—Rl, =—RC —=

I,=C
1 0 at
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10. Improved precision half-wave rectifier - draw the schematic, the equivalent ones,
the diadrames and explain the operation.

k ] R R,
Ak R + A A s AAA

+
=

—
Hi‘ °
x5
i
— &
i |

gl s

Fig. 26. Fig. 27. Fig. 28.

(Abstract: The schematic for an improved precision
half-wave rectifier is shown in Fig. 26. Fig. 27 shows the

/ equivalent circuit for Vi<0 and Fig. 28 shows the equivalent
: . * circuit for Vi>0. Fig. 29 shows the waveforms within the
\/ improved precision rectifier for a sinusoidal input, Vin; the

output of the circuit is Vout and V is the op amp’s output.)

For input voltages less than zero, the equivalent circuit
is shown in Fig. 27. Diode D1 is forward biased and the op

amp is in the active region. The inverting input of the op amp
is clamped at ground by the feedback through D1, and, since
no current flows in Ry, the output voltage is also at ground.

v, | When the input voltage is made positive, no current
can flow in the reverse direction through D: so the output
oo foev voltage of the op amp V, is driven in the negative direction.
A V. ., This reverse biases D1 and forward biases D2. The resulting
} "\ equivalent circuit is shown in Fig. 28 and is simply an
et Y inverting amplifier with a forward-biased diode in series with

(Vo =08V} the output lead of the op amp.

Fig. 29.

Because of the large gain of the op amp, this diode has no effect on its behavior as
long as it is forward biased, and so the circuit behaves as an inverting amplifier giving an
output voltage of: R

Vout =-— Vin
Rl

As shown in Fig. 29, the output voltage of the operational amplifier need only change
in value by approximately two diode drops when the input signal changes from positive to
negative.
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SIGNAL PROCESSING

1. Where are the poles of a stable and causal analog system? Give an example.
The poles of a stable and causal system are located in the left half plane LHP while its zeros

can be located anywhere in the complex plane. Example: h(t)=exp(—a,t)a(t),m,>0.

[1] -page 110

The transfer function is H(w)= S+1m with one pole, s, =—aw, .
0
h(t) fieo H(s)=gks
? S+ (g
INC h(®)=e“0(t)

wg>0

Y
ay¥

0l —mg) 0

2. Define minimum phase analog systems. Give an example.

[1] -page 127
Systems having poles and zeros placed in the left half plane are named minimum phase
systems. Consider the system with the impulse response

h(t)=eo(t) < Hu(s):i. It has one pole in the LHP and no zeros; hence it is a minimum
phase system:
_ 1 : _ 2 _
H(0)= 1775 With H (0) =L/\1+0?,®(w)=-arctgo.
as opposed to another system with the frequency response:

G
1-j—
1 o,

oy (0) = — ——h, ()= L_l[(o,o )6~ 20,6 o (1)
199 4 ®

17 0

@,

With @, (o) =-arctgo - 2arctg-— = d(w)— 2arctg —.
’ @ @

Both systems have the same amplitude-frequency characteristic but the second system
introduces extra phase versus the first system.

3. ldeal low pass filter. Frequency response and impulse response. Is this filter
realizable?

[1]-page 134
The ideal low pass filter has the frequency response:

H (©) = Py (0) € h(1) = S50
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It does not fulfill Paley-Wiener theorem, so it is not causal.

H(w)

me=27f

-M¢ 0 [O% W
Pass-band | ~ Stop-band

4. Enunciate WKS sampling theorem.

[1]-page 150
If the finite energy signal x(t) is band limited at w4 , ( X()=0 for | | > wpy), it is uniquely
determined by its samples {x(nT,)|nel} if the sampling frequency is higher or equal than
twice the maximum frequency of the signal:

0, > 20,

5. Spectrum of ideal sampled signal (Relation + Graphical representation).

Spectrum of

1 JX(@) original signal
"o 0 0s/2 os ©  Spectrum of
periodic Dirac

distribution

05 d(DBms)

05 5(0-m5)
S 05 3(0-2005)
05 5(0-3m5)

S
&

Spectrum of
ideal sampled
signal

o0

()= 3 X(KT)(t-KT,) & X (0)=2 3 X[m—ki—:j

S k=—0
The spectrum of an ideal sampled signal is the periodic repetition of the spectrum of the
original signal. The period is inverse proportional with the sampling step T..

k=—00
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6. Approximation of continuous-time systems with discrete-time systems using
impulse invariance method.

[1]-page 236, page 244

xq(t)

AD Xdlh] 1
Converter Hd(z) Converter

&7(t) e(T)=yal T)-ya )
The system (not necessarily band-limited) is identified using input signal of the analog system
the Dirac impulse. The impulse response of the analog system is sampled to produce the
impulse response of the digital system.

for x, (1) =3(1)= ¥, (1)=h, (t) 1, [n] = 23[]; . () =h, aT).

¥o [n] = 8[nJe [n] ==, [n]

The error is smallest for: h,[n]=Th, (nT)

The frequency response of the digital system is the same with the frequency response of the
analog system of limited band for frequency less than half of the sampling frequency

H, (0)=Hq (Q)]amor; |m|s$ and o, _g

7. Approximation of RC circuit using bilinear transform method.

[1]-page 265

—) 1
R
Xa(t) Co=  |va(t)
. 1 1
time constant:t=RC =—; H,(s)=
™, 1+st
21-z7"
S=— ; Hy(z)=H,(s .
Ti+z" «(2)=H.(s) 2o
T
- T+t
=> =1 v
H, (2) —
1- z
T+t
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8. Demodulator (envelope detector) for AM signals.

[1]-page 275

AM demodulation can be realized using an envelope detector. For Rg<<Rs, the voltage from
the capacitor ux(t) follows the voltage ua(t) if the latter is high enough and the diode conducts
(on the positive half-cycle of the input signal). When the diode becomes reverse biased, the
capacitor discharges through the resistor R.. The modulating wave is reconstructed using low
pass filtering and removal of the DC component for ux(t).

—3 | I
Rg 1
C| RL

~s(t)
<O w®)| w T
r

t : up(t) u(t) Envelope

il
VY

9. Narrow Band Frequency Modulation.

[1]-page 298
FM signal’s expression is: s(t)= A, cosé,(¢)= A, cos[w.+psinw,¢], where the modulating
wave to be transmitted is x(t)= A, cosw,t . Depending on the value of the modulation

indexfp=Aw/®,, we have narrow band FM (B<<lradian) or wide band FM
(B >>1radian). For narrow band FM, the modulated wave is:
s(t) = A cosa,tcos(Bsina,t)— A sinatsin(Ssinw,t).

If ﬂ<% rad = cos(fsinw,t)=1and sin(Asina,t)= gsino,t

=s(t)=A cosat— A sinatsina,t.

A possible implementation scheme is shown below.

55



) F———————— +Narrowband

x(t Idt‘ : ) Yan : FM wave
Alsi n((ﬂc_\)r t :
I _900 '

| |Phase-shifter iAccos(ct)
LT T _

Narrowband PM modulator

There are two disadvantages:
1-the envelope is affected by residual amplitude modulation so it varies in time,

2-for a harmonic modulating wave, the angle 6, (¢) contains other harmonics (order 3 and
superior) of the modulating frequency, @,,, so it is distorted.

10. Nyquist stability criterion for continuous-time systems when the open loop
system is stable (schema + enunciation).

[1]-page 350, page 372

- ” Y(s) _ KH (s)
W ear ) X(6) LKH(6(0)
o b) Y(s) H(s)
(=)™ X(s) 1+KH(s)G(s)

-If the open loop system is stable then
His) | Y H(s)G(s) doesn’t have poles in the right
(bct) (vv) half plane or on the imaginary axis. So,
G the open loop Nyquist’s hodograph
(2®) G(jw)H(jm) doesn’t make complete

rotations around the point (-1/K,0)

-Since h(t) and g(t) are real functions,
Nyquist’s hodograph for o[1 (-o0,0) is obtained by symmetry with respect to the real axis of
the complex plane H(s)G(s) from the Nyquist’s hodograph for o [1 (0,0)
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ELECTRONIC INSTRUMENTATION

1. General purpose analog oscilloscopes. Relationship between bandwidth and rise time of an
oscilloscope. Relationship between rise time of an oscilloscope and rise time of a pulse.

General purpose analog oscilloscopes

Oscilloscope’s rise time

5 .

Relationship

90% between bandwidth

and rise time

350
B(MHz)

10% |
t,(ns) =

= 1
Exercise Determine the rise time of a 50 MHz oscilloscope.

(Answer: 7 ns)

General purpose analog oscilloscopes

Oscilloscopes distort pulse edges !!!

f\ — 2 2 .2
lro =tri 1y
tri
OSCILLOSCOPE
tr
Hie .25 dhenw d.=1,

ro
Ift,:t,>5, then ¢,=t

ri =

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch1l_ Oscilloscopes_cl-
c3_2015.ppt - slide #19-20
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2. General purpose analog oscilloscopes. Describe the free-running and the triggered modes of
operation of the time base.

General purpose analog oscilloscopes

Sweep generator — two operating modes: free-running and triggered

Uy
X
Re-arm
U
UBT / BT [Holdoff ime |

t

37

With triggered sweeps, the scope will blank the beam and start to reset the sweep circuit (re-
arm) each time the beam reaches the extreme right side of the screen.

For a period of time, called hold-off, the sweep circuit resets completely and ignores triggers.
Once hold-off expires, the next trigger starts a sweep.

The trigger event is usually the input waveform reaching some user-specified threshold
voltage (trigger level) in the specified direction (going positive or going negative - trigger
polarity).

A i i

NIRVARVARVA

BT

A A
y

Triggering circuit - ensures a stable image on the screen

Triggering condition - The sweep generator’s period should be a multiple of the signal period:
Ter =KT,

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Chl_ Oscilloscopes c1-
c3_2015.ppt - slide #37-40
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3. Probes for oscilloscopes without and with attenuator — comparison

Passive probe without attenuator

OSCILLOSCOPE
Probe head Coaxial cable
| Y L
‘ ﬁ Rin
w | =, e
50 pF/m
|
P —
Ground
R; = Rjy Ci =Ciy +Ce

25
Advantage — it does not attenuate the input signal

Disadvantage — relatively small input resistance (1 MQ), large input capacitance (50 -
150 pF)
Passive probe with attenuator (in the probe head)

P R OSCILLOSCOPE
AN

Coaxial cable

— s y
— b4 5

R I l
T Cec Ry ICM

— Cc 3 (Cin + Ccc)
C +C.+C

Rl' :R+Rii1 Ci

26
Advantage — large input resistance (10 MQ), small input capacitance (5 - 15 pF)
Disadvantage — it attenuates the input signal (therefore, the value read on the display
must be multiplied by the probe’s attenuation factor)

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Chl
Oscilloscopes_c1-c3_2015.ppt - slide #25-27
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4. Dual-trace oscilloscopes - the electronic switch —block diagram, operating modes

VOLTS/DIV CAL Y POSITIONY
@ @ Mode switch
Y,
Preampli-
?AAttenuator Hor 1
VOLTSMDIV CALY POSITIONY | Electronic || \Vertical E To CRT
@ @ @ switch amplifier | |
Y, : 1

‘A"Preé'mpli-f]

Control
?_. Attenuator 0 fie]
gy ?-‘ BNC Connector

Dual-trace oscilloscopes have a mode switch to select either channel alone, both
channels, or (in some oscilloscopes) an X-Y display, which uses the second channel for X
deflection.

When both channels are displayed, the type of channel switching can be selected on
some oscilloscopes; on others, the type depends upon timebase setting. If manually selectable,
channel switching can be free-running (asynchronous), or between consecutive sweeps.

Operating modes
- Y1 —input to channel one is displayed
- Y2 —input to channel two is displayed
- CHOPPED - signals on both channels are displayed.
Channel switching is free-running (asynchronous), with a fixed frequency of some
hundreds of kHz. Recommended for low frequency signals.
- ALTERNATE - signals on both channels are displayed.
Channel switching is done between consecutive sweeps.
Recommended for high frequency signals.

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch1_Oscilloscopes_c1-
c3_2015.ppt - slide #48-52

5. Signal generators. Describe the operation of the pulse generator in normal, internally
triggered, single and double pulses modes.

Operating modes: Normal, internally triggered, simple positive pulses

The trigger block operates autonomously and sets the repetition rate of the generated
pulses.

The generator provides, in each cycle, a trigger pulse and one pulse at each output
(positive and negative), delayed with respect to the trigger pulse.
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Ufp A
Period _;
Unt | Width i —
f
Une 4 ¥
= _] Amplitude —l
; ¢

belay

In double pulses mode the generator provides, in each cycle, a trigger pulse and two
pulses at each output. The first pulse is generated at the same time with the trigger pulse, and
the second one is delayed with respect to the trigger pulse.

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch2_Signal
Generators_c6_2015.ppt- slide #15-17

6. Signal generators. Principle of a Direct Digital Synthesis generator — advantages and
disadvantages.

DDS (direct digital synthesis) is a technique used in function/arbitrary waveform
generators to produce an analog waveform, such as a sine wave. Involve generating a time-
varying signal represented in a digital format and then performing a digital-to-analog
conversion to convert the digital data into an analog output.

The main performance advantages of using DDS technology are:

- Waveform frequency changes are phase-continuous

- Waveform frequency changes are very fast without unwanted effects

- Frequency resolution is digitally controlled and very good (uHz )

- Frequency modulation, phase modulation, and frequencysweeps are easily

implemented

- Many of the problems associated with analog architectures are eliminated due to the

digital nature of DDS

A few significant disadvantages:

- The number of points in a waveform must be equal to an exact power of two

- Increased waveform jitter and distortion are possible

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch2_Signal
Generators_c7-8_2015.ppt- slide #38-41

7. Digital voltmeters and multimeters. Specify the measurement result for a 100% confidence
level (result + uncertainty, confidence level) according to the rules for data presentation when
measuring a voltage of 12.45 V with a 3 2 digit 20 V voltmeter whose maximum permissible
error is given by A=0,1% x reading + 0,05% x range + 1 digit.
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The DVM reads xx.xx V. Therefore,

1 digit =10 mV.

The maximum permissible error when measuring 12.45 V is

A=0,1% x 12.45V + 0,05% x 20 V + 10 mV/,

or

A=12.45mV + 10 mV + 10 mV = 32.45 mV.

For a confidence level of 100%, the measurement result should be specified as
U=1245V+0.03V

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch3_Digital VVoltmeters
and Multimeters_c9-10_2015.ppt - slide #8-10

8. Digital voltmeters and multimeters. Dual slope ADC — block diagram, operation principle,
relationships

OSCILLATOR
% (7o)

INTEGRATOR /

c
I_

COUNTER

CY

CONTROL
LOGIC

Operation of the converter comprises two steps (phases): (1) integration of the
unknown input voltage and (2) integration of a known reference voltage, of opposite polarity.
Phase 1 has a fixed duration, denoted T1. At the end of this phase, the integrator’s output
voltage is the same as the voltage across the capacitor. The second phase starts att = T1.
Switch K now feeds the reference voltage UREF at the integrator’s input. This leads to the so
called de-integration and it ends when the integrator’s output nulls.

. U N
Uimax = RCY‘TI L=N-TIo
Uimax UREF Iy tr =n 'TO

RE © :
(]x ']1:: L]RET"tx L[r = l]REF
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0 T L t

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch3_Digital VVoltmeters
and Multimeters_c9-10_2015.ppt - slide #16-22
https://intranet.etc.upt.ro/~EEM/PDFuri/Electrical%20and%20Electronic%20Measurements
%20Chapter%202.pdf pages #70-73.

9. Universal counters. Describe the operating principle and explain how frequency can be
measured.

The frequency f of a repetitive signal can be defined by the number of cycles of that signal
per unit of time: f=n/t, where n is the number of cycles and t is the time interval in which they
occur. As suggested by the above equation, the frequency can be measured by counting the
number of cycles and dividing it by t.

By taking t equal to one second, the number of counted cycles will represent the frequency (in
Hz) of the signal.
Block diagram of a universal counter in the frequency measurement mode:

Frequency
T Counted
>—> Input Conditioning > Main Counting l Display
Input Signal Gate Register
Main Gata
Flip-Flep
Tme Base
Dividers
Time Basa
Oscillator

The input signal is initially conditioned to a form that is compatible with the internal
circuitry of the counter. The conditioned signal is a pulse train where each pulse corresponds
to a cycle of the input signal. With the main gate open, pulses are allowed to pass through and
get totalized by the counting register.

The time base oscillator together with the decade dividers and the main gate flip flop
control the opening time of the main gate.

As mentioned before, if T2=1s, the counting register will read the frequency of the
input signal (measurement resolution of 1 Hz).

https://intranet.etc.upt.ro/~E_INSTR/Documentation_2015-2016/, Ch4_Universal
counters_2015.ppt, slides #8-11
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10. Universal counters. Describe the operating principle and explain how period can be
measured.

The period of a signal is the time taken by the signal to complete a cycle of oscillation.

The input signal is initially conditioned to a form that is compatible with the internal
circuitry of the counter. The conditioned signal is a pulse train where each pulse corresponds
to a cycle of the input signal. In the period measurement mode, the main gate is open for one
period of the input signal and the counting register totalizes the pulses provided by the time
base. If the period of the pulses provided by the time base is 1 us, the number totalized by the
counting register will represent the period of the input signal in microseconds.

Basic block diagram of a universal counter in the period measurement mode

Display
Input > Input Conditicni Main Gate . :
Signal nput Conditioning FF * Main Counting
»l Gate Regtster
Fraquancy
Counted
Time Base
Dividers

Time Basa ]
Oscillator

Used for more accurate measurement of unknow low-frequency signals - increased
resolution.

https://intranet.etc.upt.ro/~E INSTR/Documentation 2015-2016/,
counters_2015.ppt, slides #12-13

Ch4_Universal
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5™ THEMATIC AREA - S11, S12
CASE STUDIES / PROBLEMS / PROJECTS
ELECTRONIC CIRCUITS

(15p) For the circuit below, having the J-FET with parameters: gm = SmA/V, rgs = o,
Cgyd = 5pF, Cgs = 10pF, Cgs = 10pF.

Find out the high cutt off frequency by:

a) Using Miller Theorem;

b) Using OCTC (Open Circuit Time Constant) method.

Vat
[ "
2KQ
Cs
11
1A
16pF
Rq Cy N
1 1 {:
Ry
10KQ  0.16pF H KO
Vg
[
@ ]
1MQ H R> Cs
1KQ 160pF

Solution:

a) First must draw equivalent schematic for small signal, mean frequencies:

R, o
| | > &
—_ 114

By using Miller theorem, Cgd cand be splitted in 2 capacitors to ground Cim and Com, which will add

to existing Cgs respective Cds, resulting in Ci and Co as below:
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Vg Uge l [
= Go R3 RL
@ e [] @ = [cds+Com
- .

=Cgs#HCim GmUgs

Gain K between G and D is needed to estimate Cim and Com capacitances:

T

U, . = 3
K = [ %= 51 Up = - gnUgs (Rs||Ry, U, =U,, = K= Awo= - gmR3||Rr=-5

J"l
Then according to Miller:

1
Ciss = Cgal1-K) = 30 pF, Cpps = Cg,,( 1- E) =6 pF

Ci = Cgdl|Ciag = Cgs+ Ciag= 40 pF, C, = Cyf|Cops = Cast+ Corr= 16 pF

Cutt of (pole) frequencies introdeced by these capacitors are:

1 i )

In=3acm, " =R [R, = R, =10KQ = f,, = 400KH:
l »

for = Sy Ry, =R|R, =1KQ = f,, =10MH: .

Transfer function by neglecting zero frequency introduced by Cgs will be:

1
)-(1+ )

A, (jw)=-5-
U j f

10-10°

- f
1
(+]O. )

4-10°
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Transfer function by neg-lecti-n-g zero frequency introduced by Cgs will be:

1
)-(I+ 7

A, (jow)=-5- 7

0.4-10°

f

10-10‘*]

1+

High cutt of frequency will have aproximative value:
fp1=400KHz

Or can be computed exactly considering the 3db attenuation at cutt of frequency:

4, (o) ,_, = €L A, = fi=393.7KHz

f=fi _ﬁ
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b) If OCTC is applied to first schematic (without to get benefit of Miller theoreme), involve to
evaluate 3 time constants, one for each capacitor as folows:

» Cgs effect, all the others C = open circuit:

U gngs
g R

JdL

I % L=

|
2-;T-Cg:-RP,'

o Rpy=R||R, =R, =10K = fp =1.6MH:

» Cgd effect, all the others C = open circuit:
u

- < 11 - < -
- LA

~  [I®

gmuqs

|
fP;’ - 2'”'('gd'RP3

Equivalent resistance between Cgd nodes can be found 1f Cgd is replaced with a voltage source U:

U
Rpy =1
1
Using Kirchhoff laws :

—i~Rz“R, +u, =0=>u, :i-R“z“RI
L=g, u,+I=I1+g, -R[R)

U-1-R,

R—I, R|R, =0=U =1-R|R +1-(1+g, RJR)-Ri|R,
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R,, = %’: RR +(1+g, R,|R)-Ri|R, =61KQ.=> f,, = 524.6KH=

# (Cds effect, all the others C = open circuit:

OmUgs
[] Ry — Cq [] Rs Ry
] I
fmzlm(ﬂd&ﬂm.RH:RSHRL —1K = f,, = 16MH=
According to SCTC:
e
A P A A

close to the value obtained at a)

2. (15p) The schematic below is a Wien oscillator using a class B final stage amplifier
having: Ay— o, Ri— o, Ro— 0. Find out:

a) fo oscillating frequency,

b) Vo, when using the thermistor R,

c) Po(delivered to Ry)

C: R,
16pF 100KQ o Ee = +20V

+\\

A

C, L R .
100KQ 11 | e-aov ||R

16nF 100
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Solution:

|
a) f. = =100H=
/. 2-7-+[RRC,C,

b) A=1+RRs, andatfy |p|=1/3.

From |A||p| = 1 == R, = 20K obtained for U, = 10V
Feedback topology 1s series-shunt, actually a voltage divider including Rm |, s0:

R
Up, =U, -——==wp =>u, =15u

. =15V
Reh o Rm + H3 3 ef

Rl

Ham = ﬁ ) ] SI,’”
c)

P =t =) 5py
2-R,

DIGITAL INTEGRATED CIRCUITS

3. Implement a modulo p counter.

Let p=51. The number of flip-flops needed to implement it is n, where 2"1<51<2", n=6
(32<51<64)

A modulo p = 51 means resetting the counter after the 51 clock tick. This is done by
identifying the state 51 with a circuit (an AND/NAND gate ) and clear the counter by
activating /CLR.

The truth table for the modulo 51 counter is shown below.

Table 11.1 Truth table for a modulo p=51 counter

Clock tick Qs Q4 Q Q Q: Qo
0 0 0 0 0 0 0
1 0 0 0 0 0 1
50 1 1 0 0 1 0
51(0) 1-0 150 o 0 150 1-0

A 4 input NAND gate is needed to detect the 51 state.
p =51= 1*32 + 1*16 + 0*8 + 0*4 +1*2 + 1*1

The inputs of the gate are connected to the Qs, Q4, Q1, Qo outputs which are ,,1” logic
only when the state 51 is detected. At that moment input /CLR is active (the output of the
NAND gate is ,,0”only in this state) and clears the counter, so state 51 becomes state 0, in this
way the number of distinct states of the counter is reduced to 51.
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CLE

Tcr.le

Fig 11.1 Decoding state 51

This schematic has an issue due to dispersion of the propagation times tcir-q. The
flip-flop with the shortest propagation time is clear first and its output Q (which is one of the
inputs of the NAND gate) goes to "0". Thus, the gate output switches to "1" and interrupts the
counter full reset process (other bistable will not be deleted).

To eliminate this disadvantage an /S-/R-flip-flop is used to hold the /CLR line active
long enough time to clear all flip-flops but shorter than the clock pulse. The /S-/R-flip-flop is
inserted between X1 and X2.

E 50 S1(0) |1 2

‘ﬁDj CP IR NSRS ES
X U

LK = 5 L]

CLR =

Fig. 11.2 Genereting a proper clear signal

4. Using semiconductor memory SRAM 6264 (8k x 8 bit) and a minumum number
of logic circuits implement a 32k x 8 bit memory.

First the number of circuits of type 6264 is determined.
_ 32k x8bit 4

8k x8hit

The 8k memory has 23.2' =2% memory locations which can be acces by using 13
adress lines (Ao, ..., A12). The 32k memory has 2°-2%° =2 memory locations which can
be acces by using 15 adress lines (Ao, ..., A14). The aditional adresses A4 and A1z decoded with

a 2:4 DCD are used to enable the 4 semiconductot memories of type 6264 acording to the table
below.
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Ao... A

Fig 12.1 A 32k x 8 bit memory buil with 4 1Cs 6264
/OE

/WE

% T4HCT139

Do..

.Dy

CS —

Az —

A14

G Yo
Y
A Y,

—1B Y3

Ais  Ai;z Az | Enabled Enable conditions
—-Ap | Circuit C_EO C_El C_Ez C_E3

0 0 X.. 0 0 1 1 1
X

0 1 X..... 1 1 0 1 1
X

1 0 X..... 2 1 1 0 1
X

1 1 X... 3 1 1 1 0
X

Table 12.1 Truth table for the 32kx8bit memory
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A
Do
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ANALOG INTEGRATED CIRCUITS

5. Name the building blocks inside the op amp shown in the figure.

S Qg_l_ —1
Non-inverting | | I
input [ ]
_|®_'_'___“| 2
3. Q1 Q2 :B

input

Q3 Q4

—0
Output

4

Offset
null

Solution

1. At the left-hand side of the figure, the first block is a differential input stage with emitter
followers (QI and Q2) driving common-base stages (Q3 and Q4).

The transistors Q5 and Q6 form an active load for Q3 and Q4.

Q7, Q5, Q6 and their emitter resistances form a current mirror with degeneration.

The two pairs of transistors shown at the top of the schematic are simple current mirrors (Q8
and Q9, Q12 and Q13).

At the bottom is a Widlar current source (built with Q10, Q11, and the 5 kQ resistor).
Transistors Q15, Q19 and Q22 operate as a class A gain stage. The stage consists of two
NPN transistors in a Darlington configuration (Q15 and Q19).

Transistor Q16 and its base resistors is the Vhe multiplier voltage source.
Transistors Q14, Q20 form the class AB push-pull emitter follower output stage.

73



6. A bandgap reference is shown in the figure. T1 and T2 are identical, the ratio of R to
Re2 i1 2: Rei/ Rz =2, R1=2.6 KQ.

a). Determine the expression of the output voltage VE

V, and prove that it is possible to have a bandgap

voltage reference.

b). Calculate the value of the output voltage. Ee Reg

¢). Calculate the value of the curents Ic1 and Ico. +E

You have: In2 =0.693 ; In5=1.6; In10=2.3;
V1=26mV at 300 K.

e

Solution

a). In order to be a band-gap referenced circuit, the output voltage has the general form :
Vo =Vee +NV; @

In our case : V, =V, +R,(I +1,,) 2

We have to show that (I, +1_,) is direct proportional to V.
First, we consider an ideal op amp. This means that V.= V. and I, flows through R,and
Ry I

|
R02|c2=R01|c1 :>L2=_:> L2=2 (3)
. Re It
KCL: VBF_1 + Rllcl = VBE2 (4)
(|51:|52) (3)
= Vg, = Ve =Ryl = Vs Inlﬂli:Rllcl =y = ﬁmlﬁzﬁmz (5)
s2 ‘cl 1 Icl 1
(2).(3),(5) V.
— Vo:V352+3'R2R_TIn2 (6)

1

Vo will be compensated if : 3- Rzlg—z =N=23

1
_23-R, 23-2.6-10°
? 3.In2  3-0.693
b). Thereby, if R2 = 28.7 KQ, we have a band-gap refferenced circuit and the output voltage
IS
V, =Vg +NV; 0.6V +23-26-10° 1.2V
®) 1072
c). Iclzﬁln 2= 26-10 9'3693 =6.93-10°A
R, 2.6-10

l,=2l,=13.86-10°A

=R ~ 28.7KQ
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SIGNAL PROCESSING

7. Consider the signal x(t)with the spectrum below

] @
-14n -12n !\
-4 -27 2n  4n ‘
N

What is the minimum sampling frequency f, . according to the sampling theorem?

1
H
N
a
|_\
S
a
ve

Answer

f = 147 [rad /s] _ ..
27 [rad |

f =2f,=2-THz=14Hz

Smin

s-1

8. Consider the system with the transfer function H(s)= m .

Sketch its pole/zero plot.

Answer

s—1

(5 + 2)(5 - 3)

X(S) =

X- pole
0 - Zero

ELECTRONIC INSTRUMENTATION

9. The 50 ns rise time of a square wave (t.i) read on the screen of an oscilloscope (tro) is 60
ns. Determine the oscilloscope’s bandwidth! Round it off to the nearest standard value
(10, 20, 35, 40, 50, 60, 75, 100, 150, 250, 300, 500 MHz)!
Solution

Using the equation t2 =t +t?, the rise time of the oscilloscope is found to be

/3600 — 2500 = +/1100 = 33.16ns
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The bandwidth is

= B)tiO _ 350 =10.55MHz

~ 33.16
The nearest standard value is 10 MHz.

10. An universal counter displays 100.100 kHz when measuring the frequency of an input
signal. Determine the quantization error in Hz, % and ppm! (remember, “.” is the decimal
point)

Solution
The quantization error is 1 Hz (one least significant digit)

or, in percent
1 Hz/ 100100 Hz x 100 =0.001%

or, in ppm
1 Hz /100100 Hz x 1,000,000 = 10 ppm.
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MAJOR COURSES

RADIOCOMMUNICATIONS - S16

1. Draw and explain the main blocks of a radio receiver.
Course nb.1 slide 12.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

Receiver operations include amplification to compensate for transmission loss, and
demodulation and decoding to reverse the signal-processing performed at the transmitter.
Filtering 1s another important function at the receiver.

N Receiver
Radio Dotort
channel RF Mixer IF elector Output
amplifier > kg amplifier > >
Local
oscillator

The teceiver block incorporates many amplifier and processing stages. and one of the most
important is the oscillator stage.

The receiver oscillator 1s called the local oscillator as it produces a local carrier within the
receiver which allows the incoming carrier from the transmitter to be down converted for
easier processing within the receiver.

2. What wavelength corresponds to a frequency of 600 MHz?
Course nb.2 slide 45.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:
L= c/f= (3x10°m/s)/(6x10°Hz) = 0.5 m

3. What are the radiation regions of an antenna?
Course nb.3 slide 36-39.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

The antenna radiation field 1s divided into

- reactive near-field (objects within this region will result in coupling with the antenna and
distortion of the ultimate far-field antenna pattern),

- radiating near-field (transition region),

- far-field (the gain of the antenna is a function only of angle).
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4. Describe the directivity of a half-wave dipole antenna.
Course nb.4 slide 35-36.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

A half-wave dipole has an antenna gain of 1.64 or G=2.15 dBi.
It has an omnidirectional pattern in the H-plane.

In E-plane the directivity 1s bidirectional.

5. What represents the array factor?
Course nb.5 slide 15-16.

Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

An array anfenna 1s radiating system comprised of a number of identical radiating elements
in a regular arrangement and excited to obtain a prescribed radiation pattern.

The array factor is defined as the cumulative contribution of all the isotropic radiating
elements of an array antenna at an arbitrary far-field point.

6. Draw and explain the main blocks of a superheterodyne receiver.
Course nb.6 slide 9-11.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

Antenna AGC

RSSI

N D; | D; D
XD ~§H X o+ = > HI(
RF Filter LNA IF Filter IFAmpl. Demod. AFAmpl
=

(Detect.)

A 4
) 4
v

(0 ) "

This is the most popular architecture used in communication receivers.

It is based on the heterodyne process of mixing an incoming signal with an offset frequency
local oscillator (LO) in a nonlinear device to generate an intermediate frequency (IF)

signal.
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The nonlinear device executing the heterodyne process is called a frequency mixer or
frequency converter.

In a superheterodyne transceiver, the frequency translation processes may be performed
more than once and thus it may have multiple intermediate frequencies and multiple IF
blocks.

7. Draw and explain the QPSK modulator.
Course nb.7 slide 33-34.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

Quadrature PSK i1s the most common type of PSK modulation. The QPSK phasor has a
constellation with four states. The phase shift between two consecutive states 1s 90°. The
modulation is done with two bits per symbol.

B
0 Sapsk )
- " s Serialto [ *| Unipolar to
=1 L B8k = :
ax=1, //' 4 Fikiary Paralel Bipolar QPSK
4 SN —> convertor | 5 | convertor
. / ) sequence
S| ]
W Ll
A 0 A
v // ;:
‘\\ Vd .
s % - }‘ a,=3
ag= - g

8. Explain the image reject mixer with Hartley architecture.
Course nb.8 slide 17-23.

Site address: https:/intranet.etc.upt.ro/~RADIOCOM/

Answer:

In case of image reject mixer with Hartley architecture, the RF signal in the
downconversion 1s split into two components by using two matched mixers and quadrature
LO signals.

The resulting IF signals, namely in phase (I) and quadrature phase (Q), are then lowpass-
filtered and after one 1s phase-shifted by 90°, the IF signals are combined.

In this process. depending on the IF path that 1s subjected to the 90° phase-shifter, either the
1mage band or the receive band is cancelled after the summation of I and Q outputs.

analog . digital
, LPF il
Mixer :
X ADC g
In o — f
RF | 1 IF
f||:=|°W ' E)—?
K —-<ADC N e
= LPF '
Hilbert
'l["' % transformer
LO
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9. Define the receiver’s selectivity.
Course nb.9 slide 19.
Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

A receiver’s selectivity performance is a measure of the ability to separate the desired band
around the carrier, from unwanted interfering signals received at other frequencies.

This situation 1s most often characterized by a weak received desired signal in the presence
of a strong adjacent or alternate band user.

Receiver selectivity may be defined also as the ability to reject unwanted signals on
adjacent channel frequencies. This specification, ranging from 70 to 90 dB, is difficult to
achieve.

10. Which are the major components of the PLL (Phase-locked loop) frequency
synthesizer?

Course nb.10 slide 27-29.

Site address: https://intranet.etc.upt.ro/~RADIOCOM/

Answer:

A PLL is a circuit which causes a particular system to track with another one. More
precisely. a PLL is a circuit synchronizing an output signal (generated by an oscillator) with
a reference or mput signal 1n frequency as well as m phase.

In the synchronized (often called locked) state the phase error between the oscillator’s
output signal and the reference signal 1s zero, or remains constant.

The basic blocks are a phase comparator, a filter, and a controlled oscillator. Even complex
PLLs share this configuration.

~ ., o« e ]| Jveo L
40k «., :
co Fout R PD = Phase Detector
LPF = Loop Filter (Low-pass)

VCO= Voltage-controlled oscillator
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POWER ELECTRONICS - S17

1. Define the total harmonic distortion coefficient (THD) for a periodic signal x(t) and the
power factor (PF) at a port with periodic voltage and current. Power factor formula for
sinusoidal input voltage and nonlinear load.

The total harmonic distortion coefficient (THD) is defined as:

| X3+ 23 X2
THD = rms value without fundamental 2.5

rms fundamental X

J2
where Xo is the dc component and X, are the amplitudes of harmonics.
The power factor (PF) is afigure of merit that measures how efficiently the energy is
transmitted. It is defined as the ratio between average power and apparent power:
to+T
j v(t)-i(t)dt

PF=f._ P L @)

TS Vol Lot Lot
2 H 2
= jv(t) dt- - j.(t) dt

to to

With a sinusoidal voltage, current harmonics do not lead to average power but only the
fundamental. However, current harmonics increase the rms current and hence they decrease the
power factor.

As with a sinusoidal voltage we have Pz%Vlllcos((pl—@l); V. =

rms
2 - 2
Irms = IO +§Zln )
n=2

from (1) it results that

S

PF = V2 -cos(p; —60,) = Ky - K,
15 o1 Sk
2 n=2
where
LS

Ky = 2 = current distortion factor

12+ 1 Sk

2 n=2
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2. The four basic dc-dc nonisolated ideal converters: buck, boost, buck-boost, Cuk:
schematics with MOS transistors and diodes and their static conversion ratio M in
terms of transistor duty cycle D. Also indicate the output voltage polarity for each

topology.

A1 +

©, x 2"

Buck converter. M(D)=D.
T i

1
Boost converter. M (D) = ——.
1-D

16T 1<

§V0

‘I :‘
U/
1
1

D
Buck-Boost converter. M (D) = 1D

g, 7,1 ) ” 555 \—»
O 4k ¥ = 3.
+
, D
Cuk converter. M (D) = ——.
1-D
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3. The three phase current source inverter — schematics, characteristic nature, practical
switch implementation.

PO 3dac load

C ? :
\ .HJ. -

S
U 12

Exhibits a boost-type conversion characteristic. The switches are current unidirectional
(voltage bidirectional) two quadrant switches, such as below:

4. Derive the CCM operation condition for an ideal buck-boost converter and provide the
unconditioned CCM operation (at any duty cycle) condition.

Generally speaking, the diode is responsible for DCM operation as it is a current
unidirectional device. The CCM operation imposes that all semiconductors switch
synchronous. This means that the diode never ceases to conduct during the second
topological state, till the transistor is switched on again. Consequently, the current
through the diode in the second topological state has to stay positive or, equivalently,
the minimum diode current has to be positive. Hence:

IDmin >0 (1)
Denoting the dc inductor current by I. and its peak to peak ripple by Al,, the
minimum diode current can be expressed as:

1

IDminZIL_EAIL (2)

and the condition becomes
1
I, >=Al 3
LAl ®3)

The dc inductor current in a buck-boost topology (for schematic see problem 1) is the
sum of the dc input current and dc output current:
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VO

v
gHlo=——lo+lp=—2=R D T 4)
1-D 1-D 1-D @-p) R

In deriving the value for I it was taken into account that the static conversion ratio M

IL:|

for a buck-boost equals %and the ratio between the input current Iy and output

current lo equals the static conversion ratio M .
The inductor current peak to peak ripple can be derived from the first topological state
as:

Al BV, (5)
LS
Substituting (4) and (5) in (3) results in:
Vv DV
L | Sad ©®)
1-D)* R Lfy
After some simple algebra, from (6) it follows that the CCM operating condition is:
2L, (1-D)? (7

Unconditioned CCM operation is obtained when inequality (7) is valid at any duty
cycle. This occurs if the left hand side in (7) is higher than the maximum value of the
right hand side. Obviously, the maximum right hand side is obtained when D=0 and
hence the unconditioned CCM operation requires

2Lf,
>1 8
. ®)

Explain when synchronous rectification is suitable, what synchronous rectification is
and enumerate at least two of its advantages. Draw the schematic of a synchronous
Zeta converter.

Synchronous rectification is used in high current applications, when the conduction

losses in the diodes are high because of the high currents that flow through them.

Synchronous rectification means to replace the diode by a MOS transistor, as the latter

exhibits much lower losses due to its low on resistance. The MOS is connected such

that its internal diode to play the role and be positioned the same as the diode that is

replaced.

Advantages of synchronous rectification are:

- High efficiency because the conduction losses are reduced.

- Absence of discontinuous conduction mode, because the diodes are the cause of
DCM occurrence and in synchronous rectification they are missing.

The synchronous Zeta converter is presented below
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6. The flyback converter: schematics, static conversion ratio, applications, advantages and

limitations.

“Q
R

M(D)=n——=n—
(B)=n—F

D D
Dl

e Widely used in low power and/or high voltage applications

Advantages
- Low parts count

- Multiple outputs are easily obtained, with minimum additional parts
- Often operated in discontinuous conduction mode

Limitations

- Cross regulation is inferior to buck-derived isolated converters
- Cannot be used at high power levels as it requires bulky magnetic cores
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7. The classical single-transistor forward converter: schematics, maximum duty cycle.

Vi & From magnetizing inductor volt-second
balance we get that

DV, + (D,)(—2V,) + D;-0=0
N,

.I'l.l'rg .
Solve for Do:
. n
mny v nl
n, 8 [T On the other side, D3 cannot be negative.

But D; =1-D, — D . Hence, using the value
for D2 previously obtained, it follows that:

! n
! . 1--2D-D>0,
DT: | D,T: D-T: ) o h
> finally resulting in
1 -l—El ] N
“ g D<_*
n
1+-2
n

Note. If the final result is provided without proof the answer will also be accepted.
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8. The full-bridge isolated buck converter:

schematics, main waveforms (at least

magnetizing current, transformer primary voltage, output inductor current and output
diodes current), solutions for preventing core saturation.

%O

B

Q2
I

r S %IE > I=1 tn D;| Is 2113 i(=t)
. +
VT(t)é é ] Vs CT R
A i -
D _Q!E D, n Ds

%Vg VAN f
Y v 1
v, |
0 K
*Vg

ios(®)

conducting |
devices: |

0.5iL 0.5iL
1 0 1)
DT T T+DT 2T
. S ‘S . . S
Q, D, L Q, .
Q4 DG Q3 6
D D

Saturation can be prevented by placing a capacitor in series with primary or by use of current

mode control.
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9. Push-pull isolated buck and isolated Cuk converters: schematics, type of control,
considerations regarding transformer magnetizing current.

D .
n L 1L(t)
+ +

\J

. v (1) C=— R 5 Vo

Push-pull isolated buck-derived converter.

Current programmed control can be used to mitigate transformer saturation problems.
Duty cycle control not recommended.

I—l L2
—f'ZS'ZS'ZS'\——l |__rmr\ \
Q Cla . C1b
YRR S K TACE A
1:n

Cuk isolated buck-derived converter

Capacitors Cia, C1p ensure that no dc voltage is applied to transformer primary or secondary
windings. Transformer operates in conventional manner, with small magnetizing current and
negligible energy storage within the magnetizing inductance. The dc magnetizing current is
zero because of the series capacitors, which is a significant advantage.
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10. Given the CCM operated converter below, the transistor duty cycle is D. Find the
static conversion ratio M in terms of duty cycle D using the PWM switch large signal
model.

R Vo

The large signal dynamic model of the PWM switch is represented below, where d is the
continuous duty cycle, Dr and S represent the drain and the source terminals respectively and
A si K refer to the diode anode and cathode respectively.

This averaged model will substitute the
transistor and the diode in the original
converter. Additionally, in steady state
the averaged model is a dc one and hence
d=D=constant, the inductors are short
circuits and the capacitors are open
circuits. All magnitudes are dc, denoted
by capitals. The steady state averaged schematic is depicted below.

V2 From the input loop we observe that
— 1-D
10, =2 " (1)
p ! and the outer loop provides
- v, =+, 0
Substituting V2 from (1) in (2) results in
_ 1
" Vo=13% 3)
2 v Hence
Vo Cm= ®
the converter being of step-up type.
\ 4
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ELECTRONIC EQUIPMENT TESTING -S18

1. Test levels: definition and description of each level’s characteristics

There are three levels of test:
- electronic component (including circuit board),
- electronic board (equipped circuit board - components),
- equipment.

a) failed test at the component level — the component should not be mounted on the circuit
board, economically has been proven that this test (also done by the producer) should be
repeated by the user

b) can be done through “nails bed testing” (complicated and costly for realizing the test
equipment) or through “test stimulus generation” (simple connection, but costly for
implementing the test program)

c) depends on the equipment: normally involves broken connections between functionally
correct boards. Can involve some more sophisticated equipment, such as the signature
analyzer.

2. Architecture of an automatic test equipment. Characteristics of each block’s
functionality.

BM

/0D L~ Computer

[ !
TSG || com - REB |
L
uT

UT — unit under test

TSG — test signal generator

REB — responses evaluation block
CM — connection matrix

BM — back-up (external) memory
1/0 D — Input/Output Devices
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3. Principles of the signature analyzer

The signature analyzer is based on the principle of data information flow compression. The
long data sequences are acquired from the tested board/equipment and compressed into
fixed-length information, called “signature”. The signature should be easy to be recognized,
easy to be interpreted by comparing it with a control signature that corresponds to the
correct functioning.

According to how the data flow is collected, the signature analyzer can be: serial or parallel.
The heart of the signature analyzer is a Pseudo-Random Sequence Generator, that performs
data compression. The signature is provided as a fixed length information, on 16 bits,
decoded into groups of 4 bits, displayed as alphanumeric characters on 7 segment LEDs. It
avoids using small alphabet letters (b, c, d) and ambiguous capital letters (B, D, G, 1), using
instead letters like H, P, T, U.

The signature should be simple to be recognized, un-ambiguous and stable.

The signature analyzer should have the auto-test facility, in order to avoid wrong decisions.

4. Principles of testing the static parameters of a digital integrated circuit

The static parameters of an IC are:

- Input and output voltages

- Input and output currents
They are stable during the test. A time should be given from powering the IC, in order to
allow stabilisation of the transition factors.
Test should be carried out under the less favourable conditions: minimum power supply
value, maximum circuit’s charge, etc.
The Test Signal Generator is formed by a number of Programmable Voltage Sources (PVS)
and Programmable Constant Current Generators (PCCG).
The Responses Evaluation Block is a simple measuring instrument.
The Connection Matrix is formed by a number of relays or commuting transistors.

5. Principles of testing the dynamic parameters of a digital integrated circuit

The dynamic parameters of an IC are:

- the transition times: ty .t

- the propagation times: tpLH, toHL
Those parameters might be defined by fixed or percentage thresholds. The realisation of the
testing structure depends on that definition.
The evaluation should be done in the worst functional case: power supply, charge, etc
The Test Signal Generator uses digital programmable pulse generators: fronts, length,
amplitude, polarity, filling factor, etc
The Responses Evaluation Block is typically formed by a counter, with “start” and “stop”
commanded by the discriminated fronts of the tested parameter.
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6. Principles of the modular activation method for processors’ functional tests

The processor is divided on hierarchical levels (both functional and hardware).
The test is done based on a self-test program.

The program starts with the basic level

Each tested level can be used for testing superior levels

A possible testing strategy:

[ Testcarry |

| Test registers |

!

| Test ACCU |

| Test ALU |
'

| Test subroutines |
!

| Test pile |

In order to start, a minimum level of components and functions should be correct! - KERNEL
The kernel should include: initialization circuits, program counter, address bus, data bus,
instruction decoder, clock circuit

The hardware test of the kernel might be done through the following strategy:

Code

NOP
“P Counter Comparator
Data bus Y 8/16 bit 16/20 bits A 10/20 bits

Address
bus |

If the kernel test is passed, the following circuits are functionally corrects:
- Clock circuit
- Initialization circuit
- Program counter
- Address bus
- Data bus — partially
- Instruction decoder — partially
- Instruction register — partially

7. Principles of the test stimulus vectors’ generation

The test stimulus vectors are generated through algorithms that are describing the functions
of the schema on a digital electronic board.
The main methods used are:
- Single Path Activation Method
- Poage
- Poage McCluskey
There are two basical principles:
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- forcing the complement of the tested error into the test node, then activation the
propagation of the value in that node towards the observable output, where the
received value is compared in order to take the decision: correct or erroneous board

- describing the functions on the board by using supplementary variables that are
describing the functioning status of each line through their activation, then the
condition to get complementary values at the output in case of “erroneous” or
“correct” board is used in order to calculate the test stimulus vectors.

8. Principles for testing the Bit Error Rate for a telecommunication digital network

The Bit Error Rate (BER) is the ratio between the number of error bits and the total number
of transmitted bits
BER estimation can be done:

- in-service

- out-of-service
The test signal is a pseudorandom binary sequence, standardized through the 0.151 CCITT
recommendation.
The principle of the test generator used at the transmission end is:

Q

1 EEC DEFLASARL - [ 2

CODER * linie transmisiune

1A

The problem is: avoiding the lock on 0 of the shift register.

At the reception end, there is a similar signal generator that provides the same sequence as at
the emitter end, that is compared to the one received through the telecom network.

The problem is to ensure synchronization between the two generators.

9. Principles for the realization of a fault tolerant system

Fault tolerance is an architectural attribute of a system, making possible for the system to
function properly even when one or more faults appear in its structure.
Implementation is done through “redundancy”, but the price to be paid is the high cost.
The use is in very critical applications: nuclear, military, aero-spatial, etc.
Fault = physical problem of one of the system’s elements, taking to the permanent, temporary
or intermittent erroneous function of the system
Error = symptom of a fault
The used strategies are:
- Fault diagnosis and faulty elements replacement
- Fault masking
- Mixed strategies
The used testing methods are:
- Initial testing: before normal operation
- On-line testing: during normal operation

93



- Off-line testing: for error detection and diagnosis
- Redundant modules testing: in order to see if the redundant modules are able to
replace the modules that have been detected as faulty
Redundancy is used in order to reconfigure the system: totally or partially.
A simple example of using redundancy in order to ensure protection to: shortcircuit,
interruption, shortcircuit and interruption, respectively:

> > >
B By >

— >

10. Principles for the detection of the faulty module in redundant electronic structures

The fault tolerant systems are implemented based on the use of majority logic redundant
structures. The are using a multiple voter configuration:

Module v
> M, 1
Module (v,
M, >
Module v
— M, 3

In order to avoid that the error, once appeared in a module, be propagated into the system,
the faulty module should be detected and replaced.

Module
™ M,
NN Module v _
»—> M, / >
> -«
Module /
™ M,
>
=&
-

94



INTEGRATED DIGITAL NETWORKS - S19

1. Compare the PCM codec solutions.
https://intranet.etc.upt.ro/~DIG_INT NET/course/2015 2016/2 Line CODEC.pdf, 1, 2, 4
PCM Codec
e Functions
1. Sampling
2. Quantization
3. Compression (A law or p Law)
4. Time division multiplexing (TDM)
e Solutions
1. Group CODEC 2. Line CODEC
Group CODER LINE CQDEE.
| Analpg MUX P::M
2] Araloe sl Al PRI ! |CCJDER >
PCM _
2 —@ ™| Digital | Et
. MUX | 2048 Mb/s
Digital Switch P ——
2 | [
. 3 —7|coner [T -
=
In telephone set
Sampling and TDM multiplexing of 30 Sampling, qunantization, A-law
analog channels followed by quantization compression for each of the 30 analog
and A-law compression. voice channels, followed by digital TDM.
Complexity: 1 Analog multiplexer (TDM) Complexity: 30 individual (but slower) PCM
and 1 (high speed) codec for 30 channels. codecs and 1 digital multiplexer (TDM).
Lower costs: less equipments + reuse Higher costs: more (cheap) equipments +
existing analog subscriber loops. require new 4 wires subscriber loops.
Mixed analog/digital transmission: Signals Full digital transmission: Signals are
are subject to interference and crosstalk in encoded as close as possible to the source —
the analog domain. reduce the risk of interference and crosstalk.
2. Principle of positive justification.

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/3 Hierarchical TDM.pdf, 10, 12,

14

PDH multiplexing solutions

Better solution — equalize the clock for all tributaries so that the bit rates are the same
e Use faster clock rate than any of the tributaries

e From time to time on each tributary a bit is doubled

e Requires signaling for doubled bits (so that the receiver ignores them)
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DATA N DATA
PRIMARY MUX SEC. MU?
BUFFER MEMORY
TRIBUTARY. w R SEC. MUX
CLOCK CLOCK

f TRIBUTARY CLOCK < f SEC. MUX CLOCK

Principle of positive justification — Transmitter

Input signal DATA in s |L| |£|L|| Lll rl %l %l ¢||L| l* i“ffiicf??&ill&: ¥||¥||

Output signal DATA out |
Read timing
Principle of positive justification — Receiver
TRANSMITTER RECEIVER
Lower speed B\ Higher speed» Higher speed av | ORIGINAL
continuous discontinuous discontinuous CLOCK

BM — buffer memory

3. SDH - architecture, sections and main network elements.

https://intranet.etc.upt.ro/~DIG_INT_NET/course/2015 2016/3 Hierarchical TDM.pdf, 34, 35
SDH architecture
e 3 layers SDH (SONET) — each layer introduces overhead in STM (STS) frames
e Path section (Path)
e Multiplex section (Line)
® Regenerator section (Section)

E1E1E1 E1ELE1
El— Path - Path —E1
o - STM-n STM-n - o
E1— Terminating STM-n AD& Regenerator | ADM STM-n Terminating —E1
E1—{ Element — Element [—E1

_ Regenerator section [ Regenerator section Regenerator section Regenerator section
< >ie e >ie >

| Multiplex section

Multiplex section .| Multiplex section |

»
> »

A
A
A

Path section

A
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STM-1 network elements
e PTE (Path Terminating Element)

e end point device where the lower speed tributaries enter/leave the SDH
Network
e “Path Level” device
e ADM (Add/Drop Multiplexer)
e extract and insert low speed tributaries into an STM stream
® Regenerator
e digital signal regeneration
¢ has dedicated overhead in the STM stream
e DCS (Digital CroSs connect) — not shown in diagram
e cross-connect at the STM level down to individual E1 streams
e an E1 stream from one STM trunk could be cross-connected to another STM
trunk

4. Digital switching — definition, the principle of the temporal switch, the principle of
the spatial switch

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/4 Digital switching.pdf, 1, 3,
8-10

Digital switch
DIGITAL SWITCH

« any TS of any INPUT (data flow) to any TS of any OUTPUT (data flow)
2
IN, \
N
TEMPORAL SWITCH

« any TS of any data flow to any TS of the same data flow

SPATIAL SWITCH
« any TS of any data flow to the same TS of any data flow

ouT,

Principle of temporal switching

5 ﬁ% m
1 — I I .1
3 . 0123 ... 3031 0123 ... 3031 :%
PCM TS PCM
29— 0123 ... 3031 0123 .. 3031 ——
30 Hij
w Q 29

any TS of any data flow to any TS of the same data flow

97



https://intranet.etc.upt.ro/~DIG_INT_NET/course/2015_2016/4_Digital_switching.pdf

Principle of spatial switching

IN, - I ouT,
0123 .. 30 0123 .. 3031
ss
IN, ‘ ‘ u I ouT,
012

.. 3031 0 3. 3031

any TS of any data flow to the same TS of any data flow

5. Digital switch blocking — definition and example of one switch with blocking and one
switch without blocking

https://intranet.etc.upt.ro/~DIG _INT NET/course/2015 2016/4 Digital_switching.pdf, 11-
16

Blocking possibility in digital switch
A connection between 2 users is blocked by other already existing connection/s

CONNECTION1: TS2IN1 - TS70UT2
CONNECTION2:  TS2IN2 - TS9OUT2 - blocked (TS2 at OUT2 of SS is already
used by CONNECTION 1)

Ts, ouT,

2
D SS l l D
IN: 'l's2 OUT2
2

2 7 9

Examples of switches with blocking

TS switch =4 IN, 4 OUT — 120 channels ST switch =4 IN, 4 OUT — 120 channels
TS7
2 5
= ouT2
IN3 ITS, F B ouT 3
— - ouT4 —
a ss ss s
N4 CONNECTION 1: ouT#
i 7 CONNECTION 1: Ts2IN1-Ts7ouT2 1] 1]
CONNECTION 2: TS2 IN3 - TS5 OUT2
TS5INL-TS7OUT4  (blocked)
| CONTROLLER | (blocked) | CONTROLLER |
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Examples of switches without blocking (new connections are no longer blocked by the
already existing connections — alternative routes are available)

TST switch —4 IN, 4 OUT — 120 channels

STS switch — 4 IN, 4 OUT — 120 channels

TS 13 (out of 30 alternatives)

TS7

TS 2

TS 4 (out of 4 alternatives)

7

oss

i

ouTt

ouT 2

out
ouTt

t

|MEMORY| |MEMORY|
il il
CONTROLLER |
| CONTROLLER |
High speed temporal switch
123 . - F‘ZX
A!* 01 2 3 .. 01 2 3 . ;;A
B~ Hs TDM [+ B
N ml Ii 'i Alﬂ | s |||||h|lC||| il g
D s 3| — = N
39 HK/?/

4 x 2.048 Mb/s = 8.192 Mb/s

6. Enumerate and explain the ISDN conditions

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/5 ISDN.pdf, 1, 9, 10,

11

1.S.D.N. — Integrated Services Digital Network

CONDITIONS

1. Digital connections from terminal to terminal

« digital signal

« digital subscriber line - DSL
* digital transmission

* digital switching

2. Common-channel signaling — separate signaling network from the data network

3. Multiple network access for a wide range of voice and non-voice applications through the

same interface
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Signaling types(I1)

Common channel signaling —

Traditional (POTYS) solution for intelligent network (ISDN)

;o
2 I D 2
SWITCHING L r J SWITCHING
° 1

SWITCHING . SWITCHING
SYSTEM b “ | systEm

Vo
. Vo .
n Vo n
.
J w7 N
v Data

Data channels network

SYSTEM SYSTEM

1
b, SIGNALING
~— \

Signaling
network

SIGNALING

\/
Same channel for

voice & signalin ﬁ r—
o o SIGNALING SIGNALING

Signaling
common channel

7. ISDN function groups and reference points — definitions, significances and domain
limits.

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/5 ISDN.pdf, 14,15,16

Function groups and reference points

PRIVATE _ | . PUBLIC
-
I
| __USER I' - CENTRAL
| ! |
S ! TRAl\lSMISSION I SWITCHING
I | _N‘_ —— em—
TISDN | | |

: IDSL | : Circuits network
| km | |
|

N2 | i v

V Packets network

NonISDN IR Terminal IS NT-1 LT ST ST
Terminal adaptor ! Signaling network

[N

e

| ine gauipment |

I

! | : I High level l

4 wire 2 wire functions
192 kb/s 160 kb/s

Np—|

LT (Line Termination) and ST (Switching Termination) — the physical and logical boundary
between the digital local loop and the carrier's switching office

NT21(NetworkTerminationl) — Customer Premises Equipment that performs the physical
interface conversion between the dissimilar customer (4 wires) and network(2 wires)sides of the
interface

NT2 (NetworkTermination2) — Customer Premises Equipment that performs the logical
interface functions of switching and local-device control (local signaling)

TA(Terminal Adapter) — an interface-conversion device that allows communicating devices
that don't conform to ISDN standards to communicate over the ISDN

The reference points:

o R —interfaces analog equipment to the ISDN
o S —equipment interface to the ISDN (4 wires, pseudo-ternary code, 192 kb/s bit
rate)
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o T —defined when interfacing a complex device to the ISDN (144 kb/s bit rate for
BRI, 1984 kb/s in Europe and 1536 kb/s in the USA for PRI)

o U —interface between the NT1 and the LT (2 wires, 2B1Q coding, requires echo
cancellation on the LT)

o V —of theoretical interest, separates transmission from switching, is relevant only
in local exchanges

8. Handover types in 3G networks.

https://intranet.etc.upt.ro/~DIG_INT_NET/course/2015 2016/6_Mobile networks.pdf,
46, 50, 51
Handover
¢ Transfer of a link between 2 neighboring cells/antennas
e UMTS main handover classes:
e Hard handover
e Similar to GSM handover
¢ [ncludes
¢ Inter-frequency handover (change carrier frequency)
¢ Inter-system handover (between UMTS and other systems)
e Soft handover (new in UMTYS)
¢ Only available with FDD
e Uses macrodiversity
e fundamental characteristic of CDMA systems
¢ mobile equipment communicates with up to 3 antennas
simultaneously

Handover types in 3G

¢ Intra-nod B, intra-RNC (softer
handover)

BTS |——|BSC|-{2G MsC,|
A

AB\S

es between 2 different antennas of the
same Node B (Node B:1)

¢ Node B; combines and splits the data
streams

¢ Inter-nod B, intra-RNC (soft handover)

e UE2 moves from Node B; to Node B>

e RNC; supports the soft handover
combining and splitting the data
streams
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¢ Inter-RNC
. UE3z moves from Node B> toward Node Bz=> 2 possible situations
e Internal (soft) inter-RNC handover, with RNC; acting as SRNC and RNC:; acting as
DRNC
e External (hard) inter-RNC handover with relocation of the Iy interface
* Inter-MSC

. MSC; takes over the connection and realizes a hard handover
¢ Inter-system (hard handover)

. UE4 moves from the 3G network to a 2G network

o Important for areas with no 3G coverage

\ 9. Digital modulation techniques used in LTE - list, characteristics and comparison.

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/7 LTE.pdf, 22, 26
Digital modulations in LTE

e QPSK AN
 Robust, less efficient LAY

° QAM .\b /‘,
e High efficiency, less robust 15 Sl i

° Gray encoding Binary encoded QPSK

¢ neighboring symbols in constellation "
e only 1 bit different 7 AN
e limits the number of bit errors ‘ —

\
o r's

00 .
— 10
Gray encoded QPSK

LTE modulation summary

Modulation No.of —Bits/ Bitrate/ | pobustness | N0 OF No. of
symbols |symbol Baud rate amplitudes | phases
QPSK (4QAM) 4 2 2/1 + 1 4
16QAM 16 4 4/1 +— 3 12
64QAM 64 6 6/1 - 9 52

\ 10. OFDMA - principle of sub-carrier orthogonality, application in LTE.

https://intranet.etc.upt.ro/~DIG INT NET/course/2015 2016/7 LTE.pdf, 30, 35, 38

LTE multiple access

e OFDMA (Orthogonal Frequency Division Multiple Access)
e Multiple equally spaced orthogonal subcarriers
e Data stream is split in multiple sub-streams
e Each sub-stream modulates a subcarrier using 64QAM, 16 QAM or QPSK
e used on DL
e SC-FDMA (Single Carrier Frequency Division Multiple Access)
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Uses only a reduced number of sub-carriers (contiguous group)
lower PAPR (Peak to Average Power Ratio) compared to OFDMA
used on UL
Inappropriate for DL

e eNB uses all available sub-carriers

e eNB transmits to multiple UEs at the same time

OFEDMA

Data stream is split into multiple sub-streams
Frequency bandwidth divided into multiple sub-bands (sub-carriers)
Each data sub-stream modulates (QPSK, 16QAM or 64QAM) a sub-carrier
Sub-carrier orthogonality
e the signal sent on a carrier does not interfere with signals sent on other carriers
e achieved by proper choice of sub-carrier spacing
e Af=1/T (T — OFDMA symbol period)
e inLTE, T=66.7 us => Af=15 kHz
Orthogonal carriers

e OFDM spectrum example:
® 4 carriers spaced by Af=1/T (= 15 kHz for LTE)
® at each carrier frequency (e.g. fc2)
e there is a maximum of the spectrum of the signal transmitted on that
carrier (fc2)
e all spectra of signals transmitted on other subcarriers (fc1, fcz and fca)
are crossing 0 => => orthogonality (no interference)
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DATA COMMUNICATIONS - S20

1. Multiplexing. Definition. Types description: synchronous TDM, statistical
(asynchronous) TDM, FDM,wavelength multiplexing. Explain, using a scheme the TDM,
FDM.

Multiplexing is a method by which multiple data streams, coming from different sources, are
combined and transmitted over a single communication channel. The device that combines
multiple data streams into one is called multiplexer (MUX). The reverse process, called
demultiplexing, extracts the original data streams at the destination. This task is realized by a
device called demultiplexer (DMUX).
Some methods used for multiplexing data are:

B Synchronous time-division multiplexing (STDM)

B Asynchronous time-division multiplexing (ATDM)- called also statistical
multiplexing

B Frequency-division multiplexing (FDM)
B Wavelength multiplexing

In synchronous TDM, shown in figure below, there is a static allocation for each source, the
same interval of time, in the same order. Time slots are allocated to sources, whether they
have or not information to transmit. In this way, the channel capacity might be wasted.

Synchronous time-division (STDM)
An efficient alternative of the synchronous TDM is the Statistical TDM, also called
Asynchronous TDM (ATDM). In ATDM is allocated bandwidth to a variable number of users
as needed, in a dynamical manner as shown in figure below. In this case the transmitted
packets may not arrive in order and the demultiplexer cannot simply identify the source based
on data packets reception. For this the sequence order and the explicit address of source must
be specified.
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Statistical TDM
Static TDM is carried out at the physical layer in the OSI model and TCP/IP model. Statistical
multiplexing is carried out at the data link layer and above.
In Frequency Division Multiplexing (FDM), the available bandwidth of a single physical
medium is subdivided into several independent frequency channels. FDM assigns “frequency
ranges” to each user on a medium, all signals being transmitted at the same time, each one
using a different frequency. The most common examples of FDM are the radio/TV
broadcasting, where multiple radio signals at different frequencies pass through the air
simultaneously, or the cable television, where many TV channels are carried on a single cable,
at the same time.

Serutrtance

AN ;[ |
Signal 1 W v
A , '
Signal 2 \ i l
} 1
{ f I
f ']‘ D | 10 20 kHz

v

A
Signal 3

300 - 3400 Hz 10 20 bz

Wavelength division multiplexing (WDM) is a particular case of FDM used in optical fiber
communications. The inputs and outputs of WDM are different wavelengths of light (colors).

2. What is thermal noise? Give the expression of the power spectral density of a thermal
noise, indicating the meaning of each parameter and the measurement units.
Thermal noise is generated by the thermal agitation of electrons.

« Uniformly distributed in frequency, generally modelled as white noise

« Cannot be eliminated
» Present in all electronic devices and transmission media
« Function of temperature

« Particularly significant for satellite communications

Amplitude

Frequency

Thermal noise is characterized by a near uniform distribution of energy over the frequency
spectrum
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The amount of thermal noise in the band of 1Hz is No=kT.
Where:
* Nois the noise power spectral density [Watts/Hz] —independent of frequency

+  k-is Boltzmann constant=1,38 .10% J/°K
« T —is temperature in Kelvins degrees (absolute)

The amount of thermal noise in a bandwidth of B Hz is dependent on frequency:

N = KkTB
Notice that, larger the bandwidth, larger will be the amount of thermal noise “seen”
by the receiver. We may therefore say that larger bandwidth transmissions are more
affected by the thermal noise, compared to the narrower bandwidth transmissions.
dBW

N =10log k+10log T+10log B =
—228,6+10log T+10log B

3 What is multipath? Which are its causes and its effects on signal transmission?.

Multipath appears in:

 interrestrial, fixed microwave

« in mobile communications
Due to the existent obstacles the signal can be reflected, diffracted, scattered so that multiple
copies of the same signal, with varying delays and attenuation might be received. In extreme
cases, the receiver may capture only the reflected signal and not the direct one
There are three important propagation mechanisms which can be seen in figure below.
R Reflection when a signal encounters a surface large relative to its wavelength (a ground
refelectide wave for mobile communications)
D Difraction at the edge of impenetrable objects, large compared to signal wavelength
S Scattering when a signal encounters a surface of size on the same order of magnitude as its
wavelength or less.

Effects of multipath:
e Multiple copies of a signal may arrive at different phases.If phases add destructively, the
signal level relative to noise declines, making detection more difficult
* Intersymbol interference (ISI) One or more delayed copies of a pulse may arrive at the same
time as the primary pulse for a subsequent bit as shown in figure below.
Solution-Reinforcement and/or cancellation of the multipath signals. The OFDM technique

was especially designed to deal with the multipath problem.
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4. Write down the formula describing the Shannon capacity theorem for noisy channels,
explain the meaning of each parameter and interpret the relation.
The Shannon capacity theorem widely used form is:

S
C= Blog 2(1+Nj

Where
« C is the channel capacity, the rate at which data can be transmitted over a given

communication path, under given conditions

» S/N is signal to noise ratio of power expressed in absolute value, not expressed in dB!

Shannon’s formula expresses the theoretical maximum rate that can be achieved referred to as the
error free capacity. In practice much lower rates are achieved. One reason is that only white noise is
considered (not impulse noise, nor attenuation)

Shannon proved that if the actual information rate on a channel is less than the error-free capacity,
then it is theoretically possible to use a suitable signal code to achieve error-free transmission
through the channel. Currently the Shannon capacity cannot be achieved even in an ideal white
noise condition of transmission, due to encoding issues, such as coding length and complexity
environment.

For a given level of noise the channel capacity can be increased either by increasing S or B.
But increasing signal may increase the nonlinearities in the system and and this may
determine an increase in intermodulation noise. Also notice that increasing B means that
thermal noise will be increases too and this decreases the S/N ratio.
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5. What is data rate? What is modulation rate? Explain what means an efficient
transmission giving an example. Compare a NRI encoding with a Manchester
encoding.

Data rate is the rate at which data is transmitted and it is expressed in bits per sec.

R-L
Tb
Ty being the bit duration (time taken to emit one bit)
While data rate shows how many bits can be sent on a second, the modulation rate is
related to the physical signal transmitted through the medium.
Modulation rate is the rate at which the signal level is changed. It is measured in Baud,
number of signal elements per second. Relation between modulation rate and data rate is:

R R

N:IogzM

Where:
* D = modulation rate [Baud]

* R =data rate [bps]
* N =number of bits per signal element

The modulation rate can be lower or higher than the data rate. A good efficiency of
transmission is achieved if data rate is higher comparative to modulation rate (R>D). But this

requires more complex modulation schemes, with a higher N, respectively M.
5 bits = 5 psec

1 1 1 1 1

NRZ

1bit= 1 signal element =
1 psec 0.5 pusec

Two examples can be seen in figure above.
* In case of a NRZ code during one bit representation, the signal stays on a

constant voltage level (e.g. +1V or -1V) consequently D=R.

» In case of Manchester code during one bit representation, the signal can stays
half of the bit period on a certain voltage level (e.g. +1V) and the other half on
the opposite level (-1V). The modulation rate is twice the data rate D=2R
consequently a reduced efficiency comparative to NRZ is achieved.
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6. What is Pulse Code Modulation? Which is the error introduced in PCM and which are
the ways of reducing it?

PCM is an analog to digital signal digitizing technique, based on the sampling theorem which
states:
If a signal x(t) is sampled at regular intervals of time and at a rate higher than ! twice the
highest significant signal frequency, then the samples contain all the information of the
original signal. The function x(t) may be reconstructed from these samples by the use of a
low-pass filter.
Ex for voice data considering B=4kHz a data rate of R=8kbps is sufficient to characterize the
voice signal.
See the following PCM example:

T\ TN « Original signal
/ ! has continuous amplitudes in its

dynamic range

|
| \
— l \
\ 1 \ P
\ / 1 \ / \ /
\ | \ /
\ /[ | \ / e’
\__/ I \.

I
I
I
I
I

i
(a) Original signal

« PAM -signal is a discrete constant
y period, pulse train having continuous
Hz.s H amplitude values

—————md e

I
I
I
|
|
T
I
I
I
I
|
|
|
|
I

[
(b) PAM pulses * Quantized PAM signal has only the

values that can be quantized by the
) words available (here by 3 bit words)
H 0 IN H H
011 001 Lo 001 011 110 100

() PCh peises To each analog PAM sample is assigned a
oot 10000110100 binary code. The digital signal consists of a
(d) PCM outpur block of n bits, where each n-bit number is

the amplitude of a PCM pulse.

With a code having 2" bits there will be obtained n quantization levels, as examples:

2 bits — 4 quantization levels

3 bits — 8 quantization levels

4 bits -16 quantization levels
Quantization error/noise is unavoidable, consequently regenerated analog data cannot be
100% the same as original.
To reduce quantization error: we have to increase the quantization number of levels, to 64
quantization levels (6 bits), and/or to increase the sampling rate (to decrease sampling time
interval).
The problem with equal spacing (the same step of quantization —uniform quantization) is that
the mean absolute error for each sample is the same, regardless of the signal level.
Consequently, lower amplitude values are relatively more distorted. By using a greater
number of quantizing steps for signals of low amplitude, and a smaller number of quantizing
steps for signals of large amplitude, an important reduction in the overall signal distortion is
achieved (see the following figure)
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1 Without nonlinear encoding 2 With nonlinear encoding
The same effect can be achieved by using uniform quantizing but companding (compressing-
expanding) the input analogue signal. Companding is a process that compresses the intensity
range of a signal by amplifying more weak signals than strong signals. At output, the reversed
operation is performed. Nonlinear encoding can significantly improve the PCM S/N ratio Ex:
For voice signals, improvements of 24 to 30 dB have been achieved. A typical companding
function is shown in figure below:

Output = F{f)

Input = f

7. The ideal low pass filter and Nyquist criterion for zero ISI. Drawbacks of using the
ideal low pass filter.

The transfer function and the impulse response of the ideal low-pass filter are the
followings:

16 gt
L) 4
7
AN t
[ 0 27F e NS, Nz P s / M;
I e A7 =t o

The ideal low-pass (called also brick wall) filter has a cut-off frequency F=1/T. The
impulse response waveform crosses zero every T/2 seconds. If a symbol is issued every
T/2 seconds, transmission can be made without ISI, satisfying the Nyquist criteria for zero

ISI.
[ Lifk=n
9= 0, otherwise

The modulation rate in this case is the Nyquist ideal modulation rate, 2F symbols/s. But ideal
filter is practically impossible to be generated.
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Drawbacks of using sinc pulse shaping filter:
« Assinc waveform is of infinite length, having tails of energy which extend to infinity. One

can only design a finite duration waveform, which is an approximation of the real sinc
pulse. Its time-domain "windowing™ leads to a spectrum which is not an ideal low-pass
function any more. Consequently, truncating the sinc waveform will increase its
sensitivity towards the ISI phenomenon.

» The side-lobes of the cardinal sine are still important (even if they have a significantly
lower energy compared to the main lobe. Actually, the pulse tails that fall in the adjacent
symbol times, decay at the rate of 1/t. Consequently, if some timing error occurs (e.g. a
receiver synchronization error), signals corresponding to adjacent symbols will
significantly affect the value of the sample corresponding to the current symbol, thus
creating ISI. Higher data rate (reduced Ts) needs larger bandwidth. The signal will be
more sensitive to channel properties, since each channel has a limited bandwidth.

8. Consider the simplest case of product amplitude modulation from the figure. Explain the
following terms: DSB-AM, SSB-AM. Select the inferior and superior SB by using a bandpass
filter H(w) and draw the correspondent spectrum.

Message signal 1 |X((D)|
(modulator)

W)

T H(w)
c(t)=cos(ot+o.)
Carrier signal

Filter —

A

-0 Q]

m m

DSB-AM comes from double side band amplitude modulation. SSB-AM comes from single
side band amplitude modulation.

As a result of the modulation, the spectrum of the message signal shifts from “0” to carrier
frequency w¢. The signal transmitted through the channel has a spectrum located to the carrier
frequency. The filter H selects the desired band.

The spectrum of the modulated signal passed through a filter with H(w) transfer function is:

S(w)=H (03){[% X(o, + )+ % X(w- O)C)]J

The filter H selects the lower (inferior) or the upper (superior) side-band of a DSB AM signal,
leading to Single Side Band (SSB) AM
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9. What is phase modulation and PSK? Explain the meaning of terms PSK, BPSK and QPSK.
Give the analytical expression of a general PSK signal and particularize in the case of a BPSK
and QPSK signal. Graphically represent a BSK signal.

Phase Modulation is a method used to transmit analog or digital signals, in which the
information is carried by the initial phase of a high-frequency carrier. When the modulator is
digital, the phase modulation is referred to as phase shift keying (PSK).

BSK comes from binary shift keying and refers to the fact that the phase modulated signal has
two phases. QPSK comes from quadrature phase shift keying.

General analitical expession of PSK is:

s(t) = U, cos[m,t + K, Xx(t) +0]
Where kp is phase sens?tlwty factor! peak phase deviation over one symbol.

For the BPSK case, the modulation is implemented by simply inversing the sign (0°/180°
phase shift) s(t) is the modulator and psk(t) is the modulated signal

[ sin(2x ft)  forbitl
PSK(f) =
@) {sm(iﬁf t+m) forbit0

1.5 | 1 |

- WL |”| T
= D

-1.5 l l 1 |
0 1 4 6 8 10

Two types of binary phase modulation are used, known as "A law " respectively " B law “
which have the the following truth tables
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A Pa B Ps
0 180° ||0 -90°
1 0 1 90°

10. Write down the expression that describes the orthogonality of the OFDM carriers. What is
the relation between the OFDM symbol duration (T) and the fundamental frequency (fo)?
The OFDM carriers are orthogonal if their frequencies are fo, 2fo, 3fo etc, because the
integral of the product of two sinusoids (cosinusoides) is zero. In general for all integers n
and m, sin nx, sin mx, cosnx, cosmx are all orthogonal to each other.

5 (K+1)T (1,if m=n
= [ sin(mfyt)-sin(nfyt)-dt =1 * (1)
o 10, ifm=n

This means that there is no interference between the carriers

In practice there are used for carriers complex exponentials of limited duration (using a
window function). Their duration equals OFDM’s symbol time (T).

The orthogonality is achieved if: fo=1/T
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AUDIO AND VIDEO SYSTEMS - 521

1. Digitization parameters and data rates for voice and hi-fi audio

https://intranet.etc.upt.ro/~AVS/Course/l MULTIMEDIA PDF, 15.16

B High-quality stereo standard
B CD standard, hi-fi music. 20 kHz audio bandwidth
B 2 channels
for stereo recording and transmission

u fE =44.1 kHz
sampling rate. according to Shannon’s theorem
B n=16Dbits

for quantization with SNR = 96 dB
= data rate: 2 < 44.100 < 16 =1 411 200 bits/s

B Speech-quality standard
B telephony standard. voice, 3.4 kHz audio bandwidth
B ] channel
for voice recognition

u fE =8 kHz
sampling rate, according to Shannon’s theorem
B n=_8 Dbits

for quantization with SNR = 48 dB
= data rate: 1 = 8.000 = 8 = 64.000 bps
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| 2. Noise reduction principles

https://intranet.etc.upt.ro/~AVS/Course/2_SOUND.PDF, 23-28

Playback noise reduction (ITII)

B NOISE & signal with low level and middle to high frequency

= such a signal can be identified and rejected (noise gate)
B Example: Philips DNL (Dvnamic Noise Limiter)

IN |inverter | |HP filter Limiting controlled
180° 4 kHz amplifier I switch
=

z OuUT

DIRECT PATH |

IN:  signal with noise

OUT: signal with improved SNR with 8 dB
B DNL advantage:
works with any recordmg system on any playback system
B How DNL works in different situations:
during the pause between melodies
high level recorded music
low level recorded music
B DNL disadvantage:
it cannot make the difference between noise and the real signal

Recording & playback noise reduction systems (I+II)

B The systems perform:
signal processing before recording
opposite processmg after playmg back

Normal recording Normal playback
Recording i}
noise
Different
levels

frequencies Different SNR

Different @

. -||j

115



Pre-processing Post-processing

Recording
M - noise
Selective ,/"
and o :
nonlinear R | Improved
amplifier Hl SNR
i 1]

Advantage:
B the real signal 1s not altered and obtamed with a high SNR

Disadvantage:
B it only works on the same system (record and playback)
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Dolby system (ITIl)

Level {dB] ¢
0

-10 |

-20
30 |
. ' 1 f
20 200 2k 20k [kHZ]
B NOISE:
1 high frequency (1 +15kHz)

L] low level (-20 + -40 dB)

B DOLBY circuits:
_ amplify nonlinearly and selectively when recording
1 performs opposite processmg on playing the signal
| Increases SNR with 9 dB

A | Direct IA_“ , A+D Siract JA+D HA
path_ ‘ recording path

‘ 3. Quantization techniques

https:/intranet.etc.upt.ro/~AVS/Course/2_SOUND.PDF, 36, 37,41, 42

Uniform guantization (ITI)

Digital output

Analog input

. Quantlzatlorl n0|se

V2 NN RO R
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B decision levels (analog input)
O uniform
B quantization levels (digital output)
‘ O uniform
B quantization steps (q) are constant:
O for low level signal
O for high level signal
B quantization noise (error): -q/2 + q/2

*Digital output

Jinalog

“input RESULT
— A B low level signal with constant
SR S g quantization error = low SNR
i+ Q noise

/ 2-I A o e R B high level signal with constant
" \ ]\ ]\ k quantization error = high SNR

-q/2" AR CONCLUSION

B low general SNR (< low quality)

Non-uniform quantization (I+1I)

+ Digital output

L Analog input
= L’ omp

1 Quantization noise

! I\\\ =\

i\\l \
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B decision levels (analog input)
O non-uniform

B quantization levels (digital output)
U non-uniform

B quantization steps (q) are different:
O for low level signal
O for high level signal

B quantization noise (error):
O non-constant

* Digital

RESULT
B low level signal with low
quantization error = high SNR

B high level signal with high
quantization error = high SNR

CONCLUSION
B high general SNR (< high quality)

‘ 4. The digital photo camera — adjustments, structure

https://intranet.ete.upt.ro/~AVS/Course/3_EC image web.pdf, 6-9
Photographic image acquisition (11,

B Conventional image capture needs the following main components:
LENS
B to focus the light from a scene onto a photosensitive film (silver)
RIS
B o control the amount of light which hits the film
SHUTTER
B o control the timing of the light exposure of the film

Electronic image acquisition (IT1I)

B The electronic image is obtained using:
traditional elements: lens, ir1s, shutter
additional components:
B CCD (Charge Coupled Device)
image scanning and photo-electric conversion
B ADC (Analog to Digital Converter)
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1 delivering the digital format of the image
B Digital storage media

electronic memory, magnetic support (disk or tape), optical support

LA l
I '
ooz
Scene Lens Shutter Area Array Digital

CCD Storage

Digital photo camera (I)

B A portable still image camera has the following electronic components:

CcCb Digital image Storage
e ADC — 2
imager processor media
Control LCD Storage PC
microprocessor viewfinder interface

| 5. The principle of JPEG compression

https://intranet.etc.upt.ro/~AVS/Course/3 EC image web.pdf, 62-66

JPEG Methodology (ITII+III)

ENTROPY
CODING

M QuaNTIZATION L

block 8+8

QUANTIZATION HUFFMAN

TABLE CODING

® DCT
1 transforms time representation block A
(lot of data points)
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in frequency representation block B

(few data ponts — few frequency components)
B QUANTIZATION

reduces non-uniformly the accuracy of coefficients, D, according to the quantization table C
(4 tables implemented in JPEG algorithm):
low frequency with higher accuracy

(swmall steps, non-zero values)
high frequency with lower accuracy

(big steps, most values equal to zero)
B ENTROPY CODING

is used to obtain data compression

z1g-zag scanming 1s used to obtam long sequences of “zero”
B RLE (Run-Length Encoding) - offers an excellent compression
B Huffman coding - is used to obtam higher compression factor

Discrete Cosine Transform (I+11)

B DCT (similar to Founer transform) converts data from
B fiom time domain
88 pixels block:
rows 0 +7
columns 0 +7
B o frequency domain
88 coefficient matrix
00 position
DC coefficient
= average of the 8~8 block
01 + 77 positions
AC coefficients
= Jow frequency in the upper left corer
= high frequency elsewhere

Zig-zag sequencing
B starts with low frequency coefficients (non-zero),
B then high frequency coefficients (zero);

B results a long sequence of zeros, after a few significant values, easy entropy coding (RLE,
Huffinan)
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‘ 6. The composite video signal (components, parameters, TV line oscillogram)

https://intranet.etc.upt.ro/~AVS/Course/4.1 EC TV web.pdf 9, 10, 12

Composite video signal (IT1I)

Is obtained during linear scanning (x-x")

IMAGE

IMAGE signal
(active line x-x")

BLANKING signal
(return line)

VIDEQ signal
(image + blanking;

»

i _white level

_black level
t

_______ [

IMAGE

guard space

VIDEO signal
(image + blanking)

SYNCHRONIZATION
signal (during blanking)

COMPOSITE VIDEO signal
(video + synchronization)
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Frequency of composite video signal (II)

B Aspect ratio

4x3
B Vertical resolution

575 visible lines (out of 625)
B Horizontal resolution

For best resolution perception, the pixel must be square
4/3 = 575 =766 pixels

‘ 7. Color TV signals

https://intranet.ete.upt.ro/~AVS/Course/4.1 EC TV web.pdf, 21-23

Color TV signals (I+II)

B Luminance of a (color) image is used in black-and-white television:

Y=03xR+059%xG +0.11xB
B Using R, G, B signals would be incompatible with the old TV system.
B Compatible color TV systems use:
Y — luminance

(for correct processing by black-and-white TV sets)
C — chrominance

(color information only, no brightness mformation)

= color difference signals: R-Y, G-Y, B-Y
B From the 4 signals, only 3 are used:
luminance
Y=03<R+059<G+0.11<B
chrommance (2 color difference)
R-Y=0.7xR-0.59xG-0.11=B
B-Y =-0.3xR-0.59<G + 0.89<B

Compatible TV sienals (I)

B Luminance
E =03<xE +059<E +0.11xE =0-+1
Y R G B
B Color difference

E._=07<E_-0359<E -0.11xE_ =-0.7+07
B-Y R G B
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E =-03xE +041=<E -0.11xE_=-0.41 = 0.41 (not transmitted)
GY R G B

E =-03xE -059<E_+089~<E_=-0.89+0.89
BY R G B

|8.Digitizatian paramelers, basic sampling formals and corresponding data rates for the TV sr'gnad
https:/intranet.etc.upt.ro/~AVS/Course/4.5 E DTV web.pdf, 3-5. 12, 13

Digital TV studie standard (ITII+III)

B 1982, CCIR Rec.601 — USA/Europe standard
E NTSC/SECAM /PAL
B 525/625 lines
[J common digital TV line
B same bit rate
B same quality
I easy system conversion
B TV components (Y, R-Y, B-Y)
[ orthogonal sampling
[ standard sampling frequency
u j; =13,5 MHz
] PCM format
B 8 bits / component sample

-

A N
O|OIC
b4 O
o
=3 2
\ 1 Frames

Pixels

4:2:2 format
STUDIO quality
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4:2:2 format 4:2:0 format
STUDIO quality BROADCASTING quality

Digital television signal bit rate
B Digital signal bit rate
O D= fS < n [bits/s]

B TV signal bit rate
O D =D+D +D
Y ~RY  BY

zfs ¥ nY+]fS'R-YX "R-Y+fSB-YX "oy
B 4:2:2 format - TV signal bit rate
O DTV =13.5MHz*x8b+6.75MHzx8b+575MHz*x8b=

= 108 Mbits/s + 54 Mbits/s + 54 Mbits/s = 216 Mbits/s

Digital television standard family

Standard Parameters DY DR_Y"'DB_Y D [Mbps]
4:4:4 fH:31250HZ
. -+
HIGHER brogressive ¥ =27 216 | 2164216 648
ORDER
FORMAIS 444 Ty~ 1262 He 108 | 108+108 324
mterlaced fS: 13.5 MHz
BASIC 4:2:2 Joy™ 135 Mz 108 | 54+54 216
FORMAT studio /.= 6.75 MHz
LOWER 411 Jo= 132 108 | 27+27 162
ORDER L [, =3375 MHz

125



FORMATS 4:2:0 alternative 422 | 0s 54 +54 162
broadcast on lmes 4:0:0 0+0 -

f. =6.75 MHz
2:1:1 51 54 27427 108

fsc.*: 3,375 MHz

‘ 9. The principle of MPE G compression

https://intranet.etc.upt.ro/~AVS/Course/4.6_ E MPEG web.pdf, 7-9

MPEG coding (I+II)

B Spatial redundancy removal
DCT
B Temporal redundancy removal
Motion-compensated forward
Bidirectional prediction (interpolation)
B MPEG uses three types of images
Image I
JPEG coded
mdependent to the sequence of moving images
robust coding
mdependent to precedent errors
low compression factor

Image P
B a predicted image 1s estimated (motion-compensated forward)
B the difference between actual and predicted 1mage 1s coded
B sequence of predictions may propagate possible errors
B  higher compression factor
Image B
B a bidirectional interpolated image is calculated, using I and P images
B very good estimation
B may propagate errors
B  Dbest compression factor
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Moving pictures digital compression (I)

I GOP (group of images) I

ﬂﬂLﬂ
PP PP PP PP

U Different techniques are used
U Resulting different factors

’ 10. The structure and the parameters of a TV channel

https://intranet.etc.upt.ro/~AVS/Course/4.4 E RF web.pdf, 3.5

Modulation methods

B Amplitude modulation

L AM

N LSB | USB V\
- i ! '\ F[MH
= low power efficiency ' ; L Tz
fc ) 'FA
B Single Side Band AM :
] SSB-AM Han V’\
=1mpossible to filter L\ F [MHZ]
7 7
B Vestigial Side Band AM vse x/ =D V’\
u VSB-AM | | F[MHz]
= standard solution e 6.5 -: 'L '
1,25¢ 3k
iy .
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Intermediate frequency processing

Antenna signal in TV receiver

channel 9

\

A single filter for:
B channel extraction
B adjacent channel rejection
B VSB rejection

30,9 324 389 404
fi flis fii :fs
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EMBEDDED SYSTEMS — S22

1. The general architecture of an embedded system.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011

https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 1 slide 21.

SENSCRS

1

SOFTWARE |
FPGA/ MEMORY
ASIC
AD - D/A
CONVERSION CONVERSION
i AUXILIARY
SYSTEMS
HUMAN DIAGNOSTIC (POWER,
INTERFACE PORT COCLING)

ELECTROMECHANICAL
BACKUF 8 SAFETY

EXTERMNAL

ENVIRONMENT

ACTUATORS

2. What are the relative advantages/disadvantages of RISC versus CISC architectures?

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 3, slides 13-15.

» The most common types of general-purpose ISA architectures implemented in
embedded processors are:

- Complex Instruction Set Computing (CISC) Model
- Reduced Instruction Set Computing (RISC) Model

Complex Instruction Set Computing (CISC) Characteristics:

* A large number of instructions each carrying out different permutation of the same

operation

» Instructions provide for complex operations
« Different instructions of different format
» Different instructions of different length
» Different addressing modes
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* Requires multiple cycles for execution
Reduced Instruction Set Computing (RISC) Characteristics:

« Fewer instructions aiming simple operations that can be executed in a single cycle
» Each instruction of fixed length — facilitates instruction pipelining

» Large general purpose register set — can contain data or address

» Load-store Architecture — no memory access for data processing instructions

3. Enounce and explain the role of the following ARM registers: r13, r14 and r15, status
registers.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 4, slide 17, 21

Three registers r13, r14, r15 perform special functions:

r13 — stack pointer,

r14 — link register where return address is put whenever a subroutine is called,
rl5 — program counter

In addition, there are two status registers
- CPSR: current program status register
- SPSR: saved program status register

CPSR: monitors and control internal operations

Fields | Flags | Status | Extension ' Control I
Bit 31302028 - 5 5 4 .

Function ———— ' J I

I
Condition Interrupt | Processor
flags Masks mode
Thumb

state

The top four bits of the CPSR contain the condition codes which are set by the CPU. The
condition codes report the result status of a data processing operation. From the condition
codes you can tell if a data processing instruction generated a negative, zero, carry or
overflow result.

The lowest eight bits in the CPSR contain flags which may be set or clear ed by the
application code. Bits 7 and 8 are the | and F bits. These bits are used to enable and disable
the two interrupt sources which are external to the ARM7 CPU. Most peripherals are
connected to these two interrupt lines. You should be careful when programming these two
bits because in order to disable either interrupt source the bit must be set to ‘1’ not ‘0’ as you
might expect. Bit 5 is the THUMB bit.
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4. Which is the role of the barrel shifter? Present its block diagram and enumerate the
basic operations which could be performed with it. Illustrate the concept with an
assembly language example.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 4, slide 43, 44.

Enables shifting 32-bit operand in one of the source registers left or right by a specific number
of positions within the cycle time of instruction

Basic Barrel shifter operations: Shift left, right, rotate

Facilitates fast multiply, division and increases code density

Example: mov r7, r5, LSL #2 - Multiplies content of r5 by 4 and puts result in r7

£0
% Rn & Rm
2 7 '
2 - -
= & (Em'['e] :ahn‘ter]
& &,
E‘ E Result N
z
Y

Arithmetic logic unit

l

Rd

5. Present possible implementations for the non-volatile memory. What could be store in
it?

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED_SYS/Course , CHAPTER 5, slide 10-12.

*+ Mask ROM
— Used for dedicated functionality
— Contents fixed at IC fab time (truly write once!)
* ERPOM (erase programmable)
— Requires special IC process (floating gate technology)
— Writing is slower than RAM, EPROM uses special programming system to
provide special voltages and timing
— Reading can be made fairly fast
— Rewriting is slow
» Erasure is first required, EPROM — UV light exposure, EEPROM —
electrically erasable
* Flash
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— Uses single transistor per bit (EEPROM employs two transistors)
— A flash memory provides high density storage with speed marginally less than
that of SRAM’s
— Write time is significantly higher compared to DRAM
*  On-chip non-volatile storage is used for storage of:
— Configuration information
— Executable code that runs on core processors
— Recorded data: repeated write

6. The 12C protocol (features, connections, advantages, disadvantages).

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 6, slide 21, 22, 25.

12C Features:
+ Bi-directional
— Data can flow in both directions
» Synchronous (2 wires)
— Data is clocked along with a clock signal
— Clock signal controls when data is changed and when it should be read. Clock
rate can vary unlike asynchronous (RS-232 style) communication
* 12C bus has three speeds:
— Slow (under 100 Kbps)
— Fast (400 Kbps)
— High-speed (3.4 Mbps) — 12C v.2.0

I2C Connections:

* Two wired bus
— Serial DAta (SDA) line
— Serial CLock (SCL) line

* Voltage Levels
— High-1
— Low-0

» Bit transfer
— SCL =1 implies SDA = valid data
— Stable data during high clock
— Data change during low clocks

12C Tradeoffs:

» Advantages:
— Good for communication with on-board devices that are accessed occasionally
— Easy to link multiple devices because of addressing scheme
— Cost and complexity do not scale up with the number of devices

» Disadvantages:
— The complexity of supporting software components can be higher than that of

competing schemes (for example, SPI)
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7. The SPI protocol (bus configuration, comparison with 12C).

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 6, slide 27, 28.

SPI Bus Configuration

N SCLK
MOsI
Mastar IS Slave

55

=4

» Synchronous serial data link operating at full duplex
» Master/slave relationship
+ 2 data signals:
— MOSI — master data output, slave data input
— MISO — master data input, slave data output
« 2 control signals:
— SCLK —clock
— /SS —slave select  (ho addressing)

2
SPlvs. I°C
-
SCLE @
MOSI 2
Slave 11
IS &
SP1 Master —
551
552
553 * sCLk
> Mos
Slave W2

Slave #3

» For point-to-point, SPI is simple and efficient

— Less overhead than 12C due to lack of addressing, plus SP1 is full duplex.
» For multiple slaves, each slave needs separate slave select signal

— More effort and more hardware than 12C
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8. Enumerate the functions of the start-up code.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CHAPTER 7, slide 20.

» Start-up code usually consists of the following actions in sequence:

— Disable all interrupts

— Copy any predefined data from ROM to RAM

— Zero the uninitialized data area

— Allocate space and initialize the stack

— Initialize processor’s SP

— Create and initialize the heap

— Possibly execute constructors and initializers for global variables for object
oriented languages like C++

— Enable interrupts

— Call main

9. Enounce the typical steps involved in the software building process.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CH. 7, slide 25.

C/C++ C/C++ Assembly
¥ i L
Object Object Object
" |
|

Relocatable

Executable

¥

10. Define the kernel and its responsibilities.

Answer: C.-D. Caleanu, Embedded Systems. Course Notes, 2011
https://intranet.etc.upt.ro/~EMBEDDED SYS/Course , CH. 8, slide 12, 13.

Kernel’s definition

* Most frequently used portion of OS

* Resides permanently in main memory

* Runs in privileged mode

* Responds to calls from processes and interrupts from devices
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Kernel’s responsibility

* Managing Processes
» Context switching: alternating between the different processes or tasks
» Various scheduling algorithms
» Scheduling: deciding which task/process to run next
» Various solutions to dealing with critical sections
» Critical sections = providing adequate memory-protection when multiple
tasks/processes run concurrently
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